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Preface 

In the world of information technology, it is no longer the computer in the 
classical sense where the majority of IT applications is executed; computing is 
everywhere. More than 20 billion processors have already been fabricated and the 
majority of them can be assumed to still be operational. At the same time, virtually 
every PC worldwide is connected via the Internet. This combination of traditional 
and embedded computing creates an artifact of a complexity, heterogeneity, and 
volatility unmanageable by classical means. 

Each of our technical artifacts with a built-in processor can be seen as a ''Thing 
that Thinks", a term introduced by MIT's Thinglab. It can be expected that in the 
near future these billions of Things that Think will become an ''Internet of Things", a 
term originating from ETH Zurich. This means that we will be constantly surrounded 
by a virtual "organism" of Things that Think. This organism needs novel, adequate 
design, evolution, and management means which is also one of the core challenges 
addressed by the recent German priority research program on Organic Computing. 

A new paradigm in computing is to take many simple autonomous objects or 
agents and let them jointly perform a complex task, without having the need for 
centralized control. In this paradigm, these simple objects interact locally with their 
environment using simple rules. An important inspiration for this model is nature 
itself, where many such systems can be found. Applications include optimization 
algorithms, communications networks, scheduling and decision making, supply-
chain management, and robotics. 

There are many disciplines involved in making such systems work: from 
artificial intelligence to energy aware systems. Often these disciplines have their own 
field of focus, have their own conferences, or only deal with specialized sub-
problems (e.g. swarm intelligence, biologically inspired computation, sensor 
networks). The IFIP Conference on Biologically Inspired Cooperative Computing is 
a first attempt to bridge this separation of the scientific community. 

At the same time it is the dignified forum to celebrate the 30th anniversary of 
TCIO, IFIP's Technical Committee on Computer Systems Technology. This unique 
conference brings together the various fields covered by the individual working 
groups of TCIO and opens the perspective to explore boundaries. 

Combining the areas of expertise of TCIO's working groups, a highly attractive 
program could be compiled. The Working Group 10.1 {Computer-aided Systems 
Theory, Chair: Charles Rattray, UK) brought in the point of view of Modeling and 
Reasoning about Collaborative Self-Organizing Systems. Aspects of Collaborative 
Sensing and Processing Systems have been contributed with support of Working 
Group 10.3 {Concurrent Systems, Chair: Kemal Ebcioglu, USA). The important 
topic of Dependability of Collaborative Self-Organizing Systems is been looked at 
under the auspices of Working Group 10.4 {Dependable Computing and Fault 
Tolerance, Post-chair: Jean Arlat, France). Finally, Design and Technology of 
Collaborative Self-Organizing Systems are studied by contributions of this 
conference. For these aspects Tiziana Margaria, Germany was responsible, acting for 
Working Group 10.5 {Design and Engineering of Electronic Systems). 



There are three remarkable keynote contributions to this conference. They 
provide a deep insight into major challenges of Biologically Inspired Cooperative 
Computing: 

An Immune System Paradigm for the Assurance of Dependability of 
Collaborative Self-Organizing Systems (by Algirdas Avizienis, Vytautas 
Magnus University, Kaunas, Lithuania and University of California, Los 
Angeles, USA), 
99% (Biological) Inspiration ... 
(by Michael G. Hinchey and Roy Sterritt, NASA Goddard Space Flight Center, 
Greenbelt, USA, and University of Ulster, Jordanstown, Northern Ireland, rsp.) 
Biologically-Inspired Design: Getting It Wrong and Getting It Right 
(by Steve R. White, IBM Thomas J. Watson Research Center). 

The contributions to the program of this conference have been selected from 
submissions originating from North and South America, Asia and Europe. We would 
like to thank the members of the program committee for the careful reviewing of all 
submissions, which formed the basis for selecting this attractive program. 

We welcome all participants of this 1" IFIP Conference on Biologically Inspired 
Cooperative Computing - BICC 2006 and look forward to an inspiring series of talks 
and discussions, embedded into a range of conferences of the IFIP World Computer 
Conference 2006. 

Franz J.Rammig (Germany) Yi Pan (USA) 
Mauricio Solar (Chile) Hartmut Schmeck (Germany) 
(Conference Co-Chairs) (Program Co-Chairs) 
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An Immune System Paradigm for the 
Assurance of Dependability of Collaborative 

Self-organizing Systems 

Algirdas Avizienis 
Vytautas Magnus University, Kaunas, Lithuania 

and 
University of California, Los Angeles, USA 

Abstract. In collaborative self-organizing computing systems a complex task 
is performed by relatively simple autonomous agents that act without 
centralized control. Disruption of a task can be caused by agents that produce 
harmful outputs due to internal failures or due to maliciously introduced 
alterations of their functions. The probability of such harmful outputs is 
minimized by the application of a design principle called "the immune system 
paradigm" that provides individual agents with an all-hardware fault tolerance 
infrastructure. The paradigm and its application are described in this paper. 

1 Dependability Issues of Collaborative Self-Organizing Systems 

Self-organizing computing systems can be considered to be a class of distributed 
computing systems. To assure the dependability of conventional distributed systems, 
fault tolerance techniques are employed [1]. Individual elements of the distributed 
system are grouped into clusters, and consensus algorithms are implemented by 
members of the cluster [2], or mutual diagnosis is carried out within the cluster. 

Self-organizing systems differ from conventional distributed systems in that their 
structure is dynamic [3]. Relatively simple autonomous agents act without central 
control in jointly carrying out a complex task. The dynamic nature of such systems 
makes the implementation of consensus or mutual diagnosis impractical, since 
constant membership of the clusters of agents cannot be assured as the system 
evolves. An agent that suffers an internal fault or external interference may fail and 
produce harmful outputs that disrupt the task being carried out by the collaborative 
system. Even more harmful can be maliciously introduced (by intrusion or by 
malicious software) alterations of the agent's function that lead to deliberately 
harmful outputs. 

Please use the foUowing format when citing this chapter: 

A\i2iems, A.. 2006. in IFIP International Federation for Information Processing. Voliune 216, Biologically Inspired Coop­
erative Computing, eds. Pan, Y, Rammig, E, Schmeck, H., Solar, M., (Boston; Springer), pp. 1-6. 
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The biological analogy of the fault or interference that affects an agent is an 
infection that can lead to loss of the agent's functions and also to transmission of the 
infection to other agents that receive the harmful outputs, possibly causing an 
epidemic. The biologically inspired solution that I have proposed is the introduction 
within the agent of a fault tolerance mechanism, called the fault tolerance 
infrastructure (FTI), that is analogous to the immune system of a human being [4,5]. 
Every agent has its own FTI and therefore consensus algorithms are no longer 
necessary to protect the system. 

2 A Design Principle: the Immune System Paradigm 

My objective is to design the FTI for an autonomous agent that is part of a self-
organizing system. I assume that the agent is composed of both hardware and 
software subsystems and communicates to other agents via wireless links. Then I 
will employ the following three analogies to derive a design principle called "the 
immune system paradigm": 

(1) the human body is analogous to hardware, 
(2) consciousness is analogous to software, 
(3) the immune system of the body is analogous to the fault tolerance 

infrastructure FTI. 
In the determination of the properties that the FTI must possess four fundamental 
attributes of the immune system are especially relevant [6]: 

(1) It is a part of the body that flinctions (i.e. detects and reacts to threats) 
continuously and autonomously, independently of consciousness. 

(2) Its elements (lymph nodes, other lymphoid organs, lymphocytes) are 
distributed throughout the body, serving all its organs. 

(3) It has its own communication links - the network of lymphatic vessels. 
(4) Its elements (cells, organs, and vessels) themselves are self-defended, 

redundant and in several cases diverse. 
Now we can identify the properties that the FTI must have in order to justify the 
immune system analogy. They are as follows: 

(la) The FTI consists of hardware and firmware elements only. 
(lb)The FTI is independent of (that is, it requires no support from) any software 

of the agent, but can communicate with it. 
(Ic)The FTI supports (provides protected decision algorithms for) multichannel 

computing by the agent, including diverse hardware and software channels 
that provide design fault tolerance for the agent's hardware and software. 

(2) The FTI is compatible with (i.e., protects) a wide range of the agent's 
hardware components, including processors, memories, supporting chipsets, 
discs, power supplies, fans and various peripherals. 

(3) Elements of the FTI are distributed throughout the agent's hardware and are 
interconnected by their own autonomous communication links. 

(4) The FTI is flilly fault-tolerant itself and requires no external support. It is not 
susceptible to attacks by intrusion or malicious software and is not affected 
by natural or design faults of the agent's hardware and software. 
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(5) An additional essential requirement is that the FTI provides status outputs to 
those other agents with which it can communicate. The outputs indicate the 
state of the agent's health: perfect or undergoing recovery action. Upon 
failure of the agent's function the FTI shuts down all its outputs and issues a 
permanent status output indicating failure. 

The above listed set of design requirements is called the immune system 
paradigm. It defines an FTI that can be considered to be the agent's immune system 
that defends its "body" (i.e., hardware) against "infections" caused by internal faults, 
external interference, intrusions, and attacks by malicious software. The FTI also 
informs the other agents in its environment of its state of health. Such an FTI is 
generic, that is, it can serve a variety of agents. Furthermore it is transparent to the 
agent's software, compatible with other defenses used by the agent, and fully self-
protected by fault tolerance. 

A different and independently devised analogy of the immune system is the 
"Artificial Immune System" (AIS) of S. Forrest and S. A. Hofmeyr [7]. Its origins 
are in computer security research, where the motivating objective was protection 
against illegal intrusions. The analogy of the body is a local-area broadcast network, 
and the AIS protects it by detecting connections that are not normally observed on 
the LAN. Immune responses are not included in the model of the AIS, while they 
are the essence of the FTI. 

3 Architecture of the Fault Tolerance Infrastructure 

The preceding sections have presented a general discussion of an FTI that serves as 
the analog of an immune system for the hardware of an agent of a self-organizing 
system. Such an FTI can be placed on a single hardware component, or it can be 
used to protect a board with several components, or an entire chassis [5]. To 
demonstrate that the FTI is a practically implementable and rather simple hardware 
structure, this and the next section describe an FTI design that was intended to 
protect a system composed of Intel P6 processors and associated chip sets and was 
first presented in [5]. 

The FTI is a system composed of four types of special-purpose controllers called 
"nodes". The nodes are ASICs (Application-Specific Integrated Circuits) that are 
controlled by hard-wired sequencers or by read-only microcode. The basic structure 
of the FTI is shown in Figure 1. The figure does not show the redundant nodes 
needed for fault tolerance of the FTI itself The C (Computing) node is a COTS 
processor or other hardware component of the agent being protected by the FTI. One 
A (Adapter) node is provided for each C node. All error signal outputs and recovery 
command inputs of the C node are connected to its A node. Within the FTI, all A 
nodes are connected to one M (Monitor) node via the M (Monitor) bus. Each A node 
also has a direct input (the A line) to the M node. The A nodes convey the C node 
error messages to the M node. They also receive recovery commands from the M 
node and issue them to C node inputs. 

The A line serves to request M node attention for an incoming error message. 
The M node stores in ROM the responses to error signals from every type of C node 
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and the sequences for its own recovery. It also stores system configuration and 
system time data and its own activity records. The M node is connected to the S3 
(Startup, Shutdown, Survival) node. The functions of the S3 node are to control 
power-on and power-off sequences for the entire agent, to generate fault-tolerant 
clock signals and to provide non-volatile, radiation-hardened storage for system time 
and configuration. The S3 node has a backup power supply (e.g. a battery) and 
remains on at all times during the life of the FTI. 

The D (Decision) node provides fault-tolerant comparison and voting services for 
the C nodes, including decision algorithms for N-version software executing on 
diverse processors (C-nodes). Fast response of the D node is assured by hardware 
implementation of the decision algorithms. The D node also keeps a log of 
disagreements in the decisions. The second function of the D node is to serve as a 
communication link between the software of the C nodes and the M node. C nodes 
may request configuration and M node activity data or send power control 
commands. The D node has a built-in A node (the A port) that links it to the M 
node. Another function of the FTI is to provide fault tolerant power management for 
the entire agent system, including individual power switches for every C node, as 
shown in Figure 1. Every node except the S3 has a power switch. The FTI has its 
own fault-tolerant power supply (IP). 

Client System Bus 

SF 

SP 

iP 

SP 
D 

A port 

Alr-'-'i II i 

IP IPS 

IP 

MBus 

M 

IP 

(CBus 

S3 

BP 

SP: System Power 

IP: Infrastructure Power 

BP: Backup Power 

PS: Power Switch 

C: Computing Node 

A: Adapter Node 

D: Decision Node 

M: Monitor Node 

S3:Startup,Shutdown, Survival Node 

AL: A-Line 

Note: Redundant nodes are not shown 

Fig. 1. Basic Structure of the FTI 



An Immune System Paradigm for the Assurance of Dependability of Collaborative 5 
Self-organizing Systems 

4 Fault Tolerance of the FTI 

The partitioning of the FTI is motivated by the need to make it fault-tolerant. The A 
and D nodes are self-checking pairs, since high error detection coverage is essential, 
while spare C and D nodes can be provided for recovery under M node control. The 
M node must be continuously available, therefore triplication and voting (TMR) is 
needed, with spare M nodes added for longer life. 

The S3 nodes manage M node replacement and also shut the agent down in the 
case of failure or global catastrophic events (temporary power loss, heavy radiation, 
etc.). They are protected by the use of two or more self-checking pairs with backup 
power. S3 nodes were separated from M nodes to make the node that must survive 
catastrophic events as small as possible. The S3 nodes also provide outputs to the 
agent's environment that indicate the health status of the agent: perfect, undergoing 
protective action or failed. 

The all-hardware implementation of the FTI makes it safe from software bugs 
and external attacks. The one exception is the power management command from C 
to M nodes (via the D node) which could be used to shut the system down. Special 
protection is needed here. Hardware design faults in the FTI nodes could be handled 
by design diversity of self-checking pairs and of M nodes, although the logic of the 
nodes is very simple and their complete verification should be possible. 

When interconnected, the FTI and the original autonomous agent form a 
computing system that is protected against most causes of system failure. An 
example system of this type is called DiSTARS: Diversifiable Self Testing And 
Repairing System and is discussed in detail in [1]. DiSTARS is the first example of 
an implementation of the immune system paradigm. Much detail of implementation 
of the FTI is presented in the U.S. patent application disclosure "Self-Testing and -
Repairing Fault Tolerance Infrastructure for Computer Systems" by A. Avizienis, 
filed June 19, 2001. 

5. In Conclusion: Some Challenges 

The use of the FTI is likely to be affordable for most agents, since the A, M, D, and 
S3 nodes have a simple internal structure, as shown in [5] and the above mentioned 
disclosure. It is more interesting to consider that there are some truly challenging 
missions that can only be justified if their computing systems with the FTI have very 
high coverage with respect to design faults and to catastrophic transients due to 
radiation. Furthermore, extensive sparing and efficient power management can also 
be provided by the FTI. Given that the MTBF of contemporary processor and 
memory chips is approaching 1000 years, missions that can be contemplated include 
the 1000-day manned mission to Mars [8] with the dependability of a 10-hour flight 
of a commercial airliner. Another fascinating possibility is an unmanned very long 
life interstellar mission using a fault-tolerant relay chain of modest-cost DiSTARS 
type spacecraft [9]. Both missions are discussed in [5]. 
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99% (Biological) Inspiration ... 

Michael G. Hinchey' and Roy Sterritt̂  

' NASA Goddard Space Flight Center, Greenbelt, MD 20771, USA 
•̂  University of Ulster, School of Computing and Mathematics, 

Northern Ireland 

Abstract. Greater understanding of biology in modem times has enabled 
significant breakthroughs in improving healthcare, quality of life, and 
eliminating many diseases and congenital illnesses. Simultaneously there is a 
move towards emulating nature and copying many of the wonders uncovered 
in biology, resulting in "biologically inspired" systems. Significant results 
have been reported in a wide range of areas, with systems inspired by nature 
enabling exploration, communication, and advances that were never dreamed 
possible just a few years ago. We warn, that as in many other fields of 
endeavor, we should be inspired by nature and biology, not engage in 
mimicry. We describe some results of biological inspiration that augur 
promise in terms of improving the safety and security of systems, and in 
developing self-managing systems, that we hope will ultimately lead to self-
governing systems. 

1 Introduction 

Thomas Alva Edison described invention as 1% inspiration and 99% perspiration. 
This quotation is attributed to him with multiple variations, some describing 
invention, others describing genius.* 

We cannot possibly hope to match the inventiveness and genius of nature. We 
can be inspired by nature and influenced by it, but to attempt to mimic nature is 
likely to have very limited success, as early pioneers of flight discovered. 

* The earliest recorded quotation is from a press conference, quoted by James D. Newton in 
Uncommon Friends (1929): "None of my inventions came by accident. I see a worthwhile 
need to be met and I make trial after trial until it comes. What it boils down to is one per 
cent inspiration and ninety-nine per cent perspiration." 

Please use the following format when citing this chapter: 

Hinchey, M.G., Sterritt, R., 2006, in IFIP International Federation for Information Processing, Volume 216, Biologically 
Inspired Cooperative Computing, eds. Pan, Y, Rammig, F., Schmeck, H., Solar, M., (Boston: Springer), pp. 7-20. 
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Icarus attempted to escape the Labyrinth in which he was imprisoned with his 
father, Daedalus, by building wings from feathers and wax. Despite Deadalus's 
warning not to fly so low as to get the feathers wet, nor so near the sun as to melt the 
wax, Icarus flew too high, the wax did indeed melt, and he fell to his death. 

In 1809, a Viennese watchmaker named Degen claimed to have flown with 
similar apparatus. In reality, he only hopped a short distance, and was supported by 
a balloon. Early attempts at mechanical flight involved the use of aircraft with wings 
that flapped like a bird's. But clearly, trying to copy birds was not going to work: 

Since the days of Bishop Wilkins the scheme of flying by artificial wings has been much 
ridiculed; and indeed the idea of attaching wings to the arms of a man is ridiculous enough, 
as the pectoral muscles of a bird occupy more than two-thirds of its whole muscular 
strength, whereas in man the muscles, that could operate upon wings thus attached, would 
probably not exceed one-tenth of his whole mass. There is no proof that, weight for weight, 
a man is comparatively weaker than a bird ... [1]. 

It was only when inventors such as Otto Lilienthal, building on the work of Cayley, 
moved away from directly mimicking nature, and adopted fixed wings, originally as 
gliders and later as monoplanes, and eventually as aircraft with wings and a tail, as 
Cayley had identified was needed for flight [2], that success was achieved [1]. 
Even then, early aircraft had very limited success (the Wright brothers' historic first 
powered flight at Kitty Hawk, North Carolina, in 1903 only lasted 12 seconds and 
120 feet [3]), and required the addition of gas-powered engine for thrust and the 
Wright brothers' identification of an effective means of lateral control, for a feasible 
heavier-than-air craft to be possible. 

Aircraft as we know them now bear very little resemblance to birds. Flight was 
inspired by nature, but hundreds of years were spent trying to copy nature, with little 
success. Inspiration was vital—otherwise man would never have attempted to fly. 
But direct mimicry was the wrong direction. Similarly we believe that computing 
systems may benefit much by being inspired by biology, but should not attempt to 
copy biology slavishly. 

To invent an airplane is nothing. 
To build one is something. 

But to fly is everything. 
Otto Lilienthal (1848-1896) 

2 Biologically-Inspired Computing 

We've discovered the secret of life. 
Francis Cricli (1916-2004) 

The Nobel prize-winning discovery, in 1953, of the double helix structure of DNA 
and its encoding was revolutionary. It has opened a whole new world of 
understanding of biology and the way in which nature works. Simultaneously, it has 
resulted in several new fields of scientific research: genetics, genomics, 
computational biology, and bioinformatics, to name but a few. 
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The understanding of how nature encodes biological information and determines 
how living organisms will develop and evolve has enabled us to improve the quality 
of life, eliminate certain diseases, cure congenital defects in unborn children, and 
make significant advances in controlling and eventually eliminating life-threatening 
conditions. 

This greater understanding of the biology of living organisms has also indicated a 
parallel with computing systems: molecules in living cells interact, grow, and 
transform according to the "program" dictated by DNA. Indeed, the goal of 
bioinformatics is to develop "in silico" models of in vitro and in vivo biological 
experiments [4]. 

Paradigms of Computing are emerging based on modeling and developing 
computer-based systems exploiting ideas that are observed in nature. This includes 
building self-management and self-governance mechanisms that are inspired by the 
human body's autonomic nervous system into computer systems, modeling 
evolutionary systems analogous to colonies of ants or other insects, and developing 
highly-efficient and highly-complex distributed systems from large numbers of 
(often quite simple) largely homogeneous components to reflect the behavior of 
flocks of birds, swarms of bees, herds of animals, or schools offish. 

This field of "Biologically-Inspired Computing", often known in other 
incarnations by other names, such as: Autonomic Computing, Organic Computing, 
Biomimetics, and Artificial Life, amongst others, is poised at the intersection of 
Computer Science, Engineering, Mathematics, and the Life Sciences [5]. Successes 
have been reported in the fields of drug discovery, data communications, computer 
animation, control and command, exploration systems for space, undersea, and harsh 
environments, to name but a few, and augur much promise for future progress [5,6]. 

3 The Autonomic Nervous System 

The nervous system and the automatic machine are fimdamentally alike in that 
they are devices, which make decisions on the basis of decisions they made in the past. 

Norbert Werner (1894-1964) 

Inspiration from human biology, in the form of the autonomic nervous system 
(ANS), is the focus of the Autonomic Computing initiative. The idea is that 
mechanisms that are "autonomic", in-built, and requiring no conscious thought in the 
human body are used as inspiration for building mechanisms that will enable a 
computer system to become self-managing [7]. 

The human (and animal) body's sympathetic nervous system (SyNS) deals with 
defense and protection ("fight or flight") and the parasympathetic nervous system 
(PaNS) deals with long-term health of the body ("rest and digest"), performing the 
vegetative functions of the body such as circulation of the blood, intestinal activity, 
and secretion of chemicals (hormones) that circulate in the blood. So too an 
autonomic system tries to ensure the continued health and well-being of a computer-
based system by sending and monitoring various signals in the system. 
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The general properties of an autonomic (self-managing) system can be 
summarised by four objectives: being self-configuring, self-healing, self-optimizing 
and self-protecting, and four attributes: self-awareness, self-situated, self-monitoring 
and self-adjusting (Figure 1). Essentially, the objectives represent broad system 
requirements, while the attributes identify basic implementation mechanisms [8]. 
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Fig. 1 Autonomic System Properties 

In achieving such self-managing objectives, a system must be aware of its internal 
state (self-aware) and current external operating conditions (self-situated). Changing 
circumstances are detected through self-monitoring, and adaptations are made 
accordingly (self-adjusting). As such, a system must have knowledge of its available 
resources, its components, their desired performance characteristics, their current 
status, and the status of inter-connections with other systems, along with rules and 
policies of how these may be adjusted. Such ability to operate in a heterogeneous 
environment will require the use of open standards to enable global understanding 
and communication with other systems [5]. 

These mechanisms are not independent entities. For instance, if an attack is 
successful, this will necessitate self-healing actions, and a mix of self-configuration 
and self-optimization, in the first instance to ensure dependability and continued 
operation of the system, and later to increase self-protection against similar future 
attacks. Finally, these self-mechanisms should ensure that there is minimal 
disruption to users, avoiding significant delays in processing. 

At the heart of the architecture of any autonomic system are sensors and effectors. 
A control loop is created by monitoring behavior through sensors, comparing this 
with expectations (knowledge, as in historical and current data, rules and beliefs), 
plarming what action is necessary (if any), and then executing that action through 
effectors. The closed loop of feedback control provides the basic backbone structure 
for each system component [9]. 

The autonomic environment requires that autonomic elements and, in particular, 
autonomic managers for these elements communicate with one another concerning 
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self-* activities, in order to ensure the robustness of the environment. Figure 2 
depicts that the autonomic manager communications (AMOAM) also includes a 
reflex signal. This may be facilitated through the additional concept of a pulse 
monitor—PBM (an extension of the embedded system's heart-beat monitor, or 
HBM, which safeguards vital processes through the emission of a regular "I am 
alive" signal to another process) with the capability to encode health and urgency 
signals as a pulse [10]. Together with the standard event messages on the autonomic 
communications channel, this provides dynamics within autonomic responses and 
multiple loops of control, such as reflex reactions among the autonomic managers. 
This reflex component may be used to safeguard the autonomic element by 
communicating its health to another AE. The component may also be utilized to 
communicate environmental health information. 
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Fig. 2 Autonomic System Environment consisting of Autonomic Elements 

An important aspect concerning the reflex reaction and the pulse monitor is the 
minimization of data sent—essentially only a "signal" is transmitted. Strictly 
speaking, this is not mandatory; more information may be sent, yet the additional 
information must not compromise the reflex reaction. For instance, in the absence 
of bandwidth concerns, information that can be acted upon quickly and not incur 
processing delays could be sent. The important aspect is that the information must 
be in a form that can be acted upon immediately and not involve processing delays 
(such as is the case of event correlation) [11]. 

Just as the beat of the heart has a double beat ("lub-dub", as it is referred to by the 
medical profession) the autonomic element's pulse monitor may have a double beat 
encoded—a je//"health/urgency measure and an environment health/urgency measure 
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[12]. These match directly with the two control loops within the AE, and the self-
awareness and environment awareness properties. 

4 Inspiration from Human Biology 

We still do not know one thousandth of one percent of what nature has revealed to us. 
Albert Einstein (1879-1955) 

4.1 New Metaphors 

In this emerging field of biologically-inspired computing, we are seeking inspiration 
for new approaches from (obviously, pre-existing) biological mechanisms, and in 
fact a whole plethora of further self-* properties are being proposed and developed, 
leading to the coining of the term seljware. 

The biological cell cycle is often described as a circle of cell life and division. A 
cell divides into two "daughter cells" and both of these cells live, "eat", grow, copy 
their genetic material and divide again producing two more daughter cells. Since 
each daughter cell has a copy of the same genes in its nucleus, daughter cells are 
"clones" of each other. This "twinning" goes on and on with each cell cycle. This is 
a natural process. 

Very fast cell cycles occur during development causing a single cell to make 
many copies of itself as it grows and differentiates into an embryo. Some very fast 
cell cycles also occur in adult animals. Hair, skin and gut cells have very fast cell 
cycles to replace cells that die naturally. Scientists now believe that some forms of 
cancer may be caused by cells not dying quickly enough, rather than cycling out of 
control. 

But there is a kind of "parking spot" in the cell cycle, called "quiescence". A 
quiescent cell has left the cell cycle; it has stopped dividing (Figure 3). Quiescent 
cells may re-enter the cell cycle at some later time, or they may not; it depends on 
the type of cell. Most nerve cells stay quiescent forever. On the other hand, some 
quiescent cells may later re-enter the cell cycle in order to create more cells (for 
example, during pubescent development) [13]. 

We have been considering self-destruction as a means of providing an intrinsic 
safety mechanism against non-desirable emergent behavior from the selfware. 
It is believed that a cell knows when to commit suicide because cells are 
programmed to do so—self-destruction (sD) is an intrinsic property. This sD is 
delayed due to the continuous receipt of biochemical retrieves. This process is 
referred to as apoptosis, meaning "drop out", used by the Greeks to refer to the 
Autumn dropping of leaves from trees; i.e., loss of cells that ought to die in the midst 
of the living structure. The process has also been nicknamed "death by default" 
where cells are prevented from putting an end to themselves due to constant receipt 
of biochemical "stay alive" signals. 
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Fig. 3 Cycle of cell life - featuring a quiescent cell 

Further investigations into the apoptosis process have discovered more details 
about the self-destruct program. Whenever a cell divides, it simultaneously receives 
orders to kill itself. Without a reprieve signal, the cell does indeed self-destruct. It 
is believed that the reason for this is self-protection, as the most dangerous time for 
the body is when a cell divides, since if just one of the billions of cells locks into 
division the result is a tumor, while simultaneously a cell must divide to build and 
maintain a body [14, 15, 16]. 

4.2 Inspiration 

Of course, each of these techniques and mechanisms is useful in achieving 
autonomicity and in mimicking the autonomic nervous system (ANS). But while 
the inspiration comes substantially from that of the human (or animal) body, the 
techniques are not those that the ANS actually uses. 

There are signals sent around the human body in the form of hormones and 
pulses, amongst others, in the blood. But in modem computer science and 
engineering, we have developed many efficient communication mechanisms that do 
not rely on signals flowing through miles of unnecessary channels (veins and 
arteries), but may be directly routed or broadcast using wireless communications. 

We do not know precisely how apoptosis and quiescence works, nor specifically 
their roles. But they certainly offer interesting ideas for future security and safety 
mechanisms in computer-based systems [6]. 
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These techniques are inspired by nature, but not necessarily implemented as they 
are by nature. In many cases, we can make some optimizations or improvements; in 
other cases we simply do not understand enough of how nature works to implement 
these directly, but they can certainly inspire interesting metaphors for self-
management and self-governance. 

5 Swarms 

What is not good for the swarm is not good for the bee. 
Marcus Aurelius (A.D. 121-180) 

We are all familiar with swarms in nature. The mere mention of the word "swarm" 
conjures up images of large groupings of small insects, such as bees (apiidae) or 
locusts (acridiidae), each insect having a simple role, but with the swarm as a whole 
producing complex behavior. 

Strictly speaking, such emergence of complex behavior is not limited to swarms, 
and we see similar complex social structures occurring with higher order animals and 
insects that don't swarm per se: colonies of ants, flocks of birds, packs of wolves, 
etc. These groupings behave like swarms^ in many ways [17]. 

A swarm consists of a large number of simple entities that have local interactions 
(including interactions with the environment) [29]. The result of the combination of 
simple behaviors (the microscopic behavior) is the emergence of complex behavior 
(the macroscopic behavior) and the ability to achieve significant results as a "team" 
[18]. Basing collaborative computing systems on the concept of a swarm allows us 
to build complex systems, with often surprising behavior, from simple components. 

Intelligent swarm technology is based on swarm technology where the individual 
members of the swarm also exhibit independent intelligence [19]. Intelligent 
swarms may be homogeneous or heterogeneous, or may start out as homogeneous 
and evolve as in different environments they "learn" different things, develop new 
(different) goals, and eventually become heterogeneous, reflecting different 
capabilities and a societal structure. 

Agent swarms have been used as a computer modeling technique and have also 
been used as a tool to study complex systems [20], Examples of simulations that 
have been undertaken include flocks of birds as well as business and economics and 
ecological systems. 

In swarm simulations, each of the agents is given certain parameters that it tries to 
maximize. Swarm simulations have been developed that exhibit unlikely emergent 
behavior. These emergent behaviors are the sums of often simple individual 
behaviors, but, when aggregated, form complex and often unexpected behaviors. 

Swarm intelligence techniques (note the slight difference in terminology from 
"intelligent swarms") are population-based stochastic methods used in combinatorial 

^ The term "swarm", as we use it here, refers to a (possibly large) grouping of simple 
components collaboratmg to achieve some goal and produce significant results. The term 
should not be taken to imply that these components fly (or are airborne); they may equally 
well be on the surface of the Earth, under the surface, under water, or indeed operating on 
other planets. 
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optimization problems, where the collective behavior of relatively simple individuals 
arises from their local interactions with their environment to give rise to the 
emergence of functional global patterns. 

Swarm robotics refers to the application of swarm intelligence techniques to the 
analysis of swarms where the embodiment of the "agents" is as physical robotic 
devices. 

5.1 Swarm Inspiration 

The idea that swarms can be used to solve complex problems has been taken up in 
several areas of computer science. These include the use of analogies to the 
pheromone trails used by ants (to leave trails for the colony to follow to stores of 
food) in software to solve the traveling salesman problem, allowing the software to 
"find" the shortest route by following the route with the most "digital pheromone", 
meaning it is the shortest (as on longer routes the concentration of pheromone would 
be lower due to being spread over a greater distance) [17, 21]. The approach is an 
example of Ant Colony Optimization, a very interesting approach that is inspired by 
the social behavior of ants, and uses their behavior patterns as models for solving 
difficult combinational optimization problems [22]. 

Swarm behavior is also being investigated for use in such applications as 
telephone switching, network routing, data categorizing, and shortest path 
optimizations. Swarm radio and "swarmcasting" of television over the internet is an 
approach to file-sharing that is inspired substantially by swarms. The approach 
exploits under-utilized uplinks to download part of the file to other users and then 
allow for the receipt of portions of the file from those users. The result is that 
streaming video is possible even without a high-speed internet connection. 

Research at Penn State University has focused on the use of particle swarms for 
the development of quantitative structure activity relationships (QSAR) models used 
in the area of drug design [23]. The research created models using artificial neural 
networks and k-nearest neighbor and kernel regression. Binary and niching particle 
swarms were used to solve feature selection and feature weighting problems. 

Particle swarms have influenced the field of computer animation also. Rather than 
scripting the path of each individual bird in a flock, the Boids project [24] elaborated 
a particle swarm with the simulated birds being the particles. The aggregate motion 
of the simulated flock is much like that in nature: it is the result of the dense 
interaction of the relatively simple behaviors of each of the (simulated) birds, where 
each bird chooses its own path. 

5.2 Swarms for Exploration 

NASA is investigating the use of swarm technologies for the development of 
sustainable exploration missions that will be autonomous and exhibit autonomic 
properties [25]. The idea is that biologically-inspired swarms of smaller spacecraft 
offer greater redundancy (and, consequently, greater protection of assets), reduced 
costs and risks, and the ability to explore regions of space where a single large 
spacecraft would be impractical. 

ANTS is a NASA concept mission, a collaboration between NASA Goddard 
Space Flight Center and NASA Langley Research Center, which aims at the 
development of revolutionary mission architectures and the exploitation of artificial 
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intelligence techniques and the paradigm of biological inspiration in future space 
exploration. The mission concept includes the use of swarm technologies for both 
spacecraft and surface-based rovers, and consists of several submissions: 

• SARA: The Saturn Autonomous Ring Array will launch 1000 pico-class 
spacecraft, organized as ten sub-swarms, each with specialized instruments, to 
perform in situ exploration of Saturn's rings, by which to understand their 
constitution and how they were formed. The concept mission will require self-
configuring structures for nuclear propulsion and control, which lies beyond the 
scope of this paper. Additionally, autonomous operation is necessary for both 
maneuvering around Saturn's rings and collision avoidance. 

• PAM: Prospecting Asteroid Mission will also launch 1000 pico-class 
spacecraft, but here with the aim of exploring the asteroid belt and collecting data on 
particular asteroids of interest for potential future mining operations. 

• LARA: ANTS Application Lunar Base Activities will exploit new NASA-
developed technologies in the field of miniaturized robotics, which may form the 
basis of remote landers to be launched to the moon from remote sites, and may 
exploit innovative techniques to allow rovers to move in an amoeboid-like fashion 
over the moon's uneven terrain. 

5.3 Inspiration and Improvement 

ANTS, although a nice acronym, is actually somewhat of a misnomer—other than 
the LARA submission, the concept mission is more inspired by swarms of bees or 
flocks of birds than by colonies of ants. 

But even then, ANTS is merely inspired by birds and bees. As we discussed in 
Section 1, the pioneers of flight found that directly attempting to mimic avian flight 
was the wrong way forward. Similarly, ANTS spacecraft in the PAM and SARA 
submissions will not attempt to fly like birds (in any case it would not be practical to 
build them with wings, a short tail, a curved sternum and hollow bones, in the way 
birds have evolved from Archaeopteryx, a dromaeosaurid from the late Jurrasic and 
Cretaceous periods and the earliest known flying creature). 

In PAM, illustrated in Figure 4, a swarm of autonomous pico-class 
(approximately 1kg) spacecraft will explore the asteroid belt for asteroids with 
certain characteristics. In this mission, a transport ship, launched from Earth, will 
travel to a point in space where gravitational forces on small objects (such as pico-
class spacecraft) are all but negligible. From this point, termed a Lagrangian, 1000 
spacecraft, which will have been assembled en route from Earth, will be launched 
into the asteroid belt. 

Approximately 80 percent of the spacecraft will be workers that will carry the 
specialized instruments (e.g., a magnetometer or an x-ray, gamma-ray, visible/IR, or 
neutral mass spectrometer) and will obtain specific types of data. Some will be 
coordinators (called leaders) that have rules that decide the types of asteroids and 
data the mission is interested in and that will coordinate the efforts of the workers. 
The third type of spacecraft are messengers that will coordinate communication 
between the rulers and workers, and communications with the Earth ground station. 

The swarm will form sub-swarms under the control of a ruler, which contains 
models of the types of science that it wants to perform. The ruler will coordinate 
workers, each of which uses its individual instrument to collect data on specific 
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asteroids and feed this information back to the ruler, who will determine which 
asteroids are worth examining further. If the data matches the profile of a type of 
asteroid that is of interest, an imaging spacecraft will be sent to the asteroid to 
ascertain the exact location and to create a rough model to be used by other 
spacecraft for maneuvering around the asteroid. Other teams of spacecraft will then 
coordinate to finish mapping the asteroid to form a complete model. 

This is not how birds flock nor bees swarm.* Birds form flocks in response to a 
flocking call issued by one of the birds. Birds in the flock continue in the flight 
pattern by "following" another bird, ft is thought that collisions are avoided via 
flight calls, whereby birds let other birds know where they are via sound. In ANTS, 
the spacecraft do not "broadcast" in this way; spacecraft do not communicate with 
each other directly, but rather via a messenger that coordinates communications 
between the spacecraft and with Earth. Collision-avoidance (both collisions with 
other spacecraft and with asteroids) in ANTS is achieved by keeping models of 
locations, which will be achieved via various means. Since movement will be 
enabled only by simple thrusters, it is anticipated that many of the spacecraft will be 
lost due to collisions. 
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Fig. 4 ANTS PAM (Prospecting Asteroid Mission) scenario 

In many senses, this is more efficient than the broadcast mechanism of the 
flocking calls and flight calls. There is less communication overhead, and the 
spacecraft are not continually having to update the information on where other 
spacecraft are located relative to them. Of course we can tolerate certain losses of 
spacecraft (one of the motivations for a swarm-based approach is to have redundancy 
and avoid mission loss due to a single incident), as long as the number of incidents is 
within certain boundaries, whereas a flock of birds could not tolerate continual losses 
due to collisions. 

* Not all species of bee swarm; there are several solitary species. 
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ANTS spacecraft will also need to have protection mechanisms built in, such as 
going into sleep mode to protect solar sails (used for power) during solar storms. 
This is analogous to a flock of birds taking shelter in severe weather, but the 
spacecraft do not have to land and find shelter, they merely have to alter their 
position and lower their sails to avoid damage from electrical charges, etc. 

Similarly, flocks of birds and swarms of bees do not form sub-swarms as is 
envisioned in ANTS, nor do they take instructions directly from a leader. While 
flocks and swarms in nature do occasionally allow for an alternate to take over a 
particular role (e.g., the establishment of a new queen in a hive), this is not so 
efficient as in ANTS where a worker with a damaged instrument, instead of 
becoming useless, can take over the role of messenger, or even leader. 

The ANTS swarm, collaborating to collect science data from the asteroid belt, is 
clearly inspired by nature and the biology of birds and bees, but exhibits 
enhancements over nature by virtue of techniques and approaches known to us from 
the fields of computing and engineering. 

6 Conclusions 

The human race has gained much from a greater understanding of biology. 
Understanding how the "program" of life works has made it possible to prevent 
many undesirable conditions, cure certain diseases and afflictions, devise new 
treatments and drugs and understand better when they can be used, etc. 

Notwithstanding this greater understanding of biology, most of these 
advancements were due to the exploitation of modem computing technology and its 
application to biological problems, and in particular the ability to develop and 
explore (search) models of reality. We begin with such models, and enhance them 
with concepts not seen in nature or the real world [26], but deriving from 
advancements in computing and engineering. 

Such modeling of biological phenomena and nature has enabled us to better 
understand the behavior patterns of insects, birds, and mammals. Simultaneously, an 
understanding of biology and nature has enabled the creation of a whole field of 
biologically-inspired computing. Ingenuity in nature has sparked imaginations and 
inspired ideas for means of developing complex computer systems that reduce 
complexity, enable the development of classes of system which we could never have 
achieved without this inspiration, and move towards self-governance of systems. 

Biologically-inspired computing involves looking at biology and nature and 
models of it, and then adapting it and improving on it with advances made in 
computing technology and engineering. 

Unlike Edison, at least in this context, we see the inspiration as being 99% of the 
effort, and believe that computing can benefit in many ways from biological 
inspiration. We believe that biologically-inspired computing should be 99% 
(biological) inspiration, combined with 1% mimicry. 

Look deep into nature, and you will understand everything better. 
Albert Einstein (1879-1955) 
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Abstract. Large, complex computing systems have many similarities to 
biological systems, at least at a high level. They consist of a very large number 
of components, the interactions between which are complex and dynamic, and 
the overall behavior of the system is not always predictable even if the 
components are well understood. These similarities have led the computing 
community to look to biology for design inspiration. But computing systems 
are not biological systems. Care must be taken when applying biological 
designs to computing systems, and we need to avoid applying them when they 
are not appropriate. We review three areas in which we have used biology as 
an inspiration to understand and construct computing systems. The first is the 
epidemiology of computer viruses, in which biological models are used to 
predict the speed and scope of global virus spread. The second is global 
defenses against computer viruses, in which the mammalian immune system is 
the starting point for design. The third is self-assembling autonomic systems, 
in which the components of a system connect locally, without global control, 
to provide a desired global function. In each area, we look at an approach that 
seems very biologically motivated, but that turns out to yield poor results. 
Then, we look at an approach that works well, and contrast it with the prior 
misstep. Perhaps unsurprisingly, attempting to reason by analogy is fraught 
with dangers. Rather, it is critical to have a detailed, rigorous understanding of 
the system being constructed and the technologies being used, and to 
understand the differences between the biological system and the computing 
system, as well as their similarities. 

1 Introduction 

There is no doubt that computing systems are complex. They are arguably the most 
complex artifacts ever produced by humans. As computing systems become ever 
more complex, we naturally look to other fields to understand what tools and 
techniques we might bring to bear on the problems that we encounter. Computer 
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scientists have long loolced to matliematics, and even physics, for algorithms and 
methodologies. We have also, though perhaps less often, looked to biology. 

But biological systems are quite different from computing systems, often 
radically so. We would not want to build a computer that counts on its fingers, or 
types on a keyboard. Why, even the term "biologically-inspired design" should make 
us a little nervous. We do not refer to the "mathematically-inspired design" of 
computing systems, or even to "physics-inspired design." We refer to mathematical 
algorithms, or techniques borrowed from physics, that help us design better 
computing systems. What, then, is the role of biological inspiration? 

In the remainder of this paper, we turn our attention to three problems in 
computing systems in which people have used biology as an inspiration to 
understand and construct computing systems. The first is the epidemiology of 
computer viruses, in which biological models are used to predict the speed and scope 
of global virus spread. The second is global defenses against computer viruses, in 
which the mammalian immune system is the starting point for design. The third is 
self-assembling autonomic systems, in which the components of a system connect 
locally, without global control, to provide a desired global function. In each problem 
area, we look at an approach that seems very biologically motivated, but that turns 
out to yield poor results. Then, we look at an approach that works well, and contrast 
it with the prior misstep. Finally, we summarize the reasons why one biologically-
motivated approach fails, while another succeeds. We conclude that reasoning by 
analogy is dangerous, but that a deeper understanding of the differences, as well as 
the similarities, between biological and computing systems can help us avoid the 
pitfalls of biologically-inspired design. 

This is a cautionary tale. 

2 Computer Virus Epidemiology 

Ever since Len Adleman coined the term "computer virus" to describe a self-
replicating program [1], the temptation to use biological analogies for them has been 
overwhelming. Computer viruses authors have used techniques such a 
"polymorphism," in which a virus changes its form with each succeeding generation 
in an attempt to evade detection, in much the same way as certain biological viruses 
mutate rapidly to evade the body's defenses. Anti-virus programmers developed 
techniques such as looking in files for bit strings that were found in known viruses 
but not in normal programs, much like the mammalian immune system produces 
cells that bind to viruses but not to cells in the body. 

There has also been an overwhelming temptation to use models of biological 
virus spread to model computer virus spread. This temptation is understandable. 
Both kinds of viruses infect individuals, whether they are mammals or computers. 
Both spread from one individual to another via infection vectors, whether it is 
sneezing or sending files via email. 

In the late 1980's, when computer viruses first became a serious problem, very 
little was known. Viruses spread on diskettes, which became infected when used on 
an infected computer and which could spread the infection when used on other 
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computers. But little was understood about their global spread. In 1998, Peter 
Norton, later of Norton Antivirus fame, was alleged to have said that computer 
viruses were an urban myth, "[...] like the story of alligators in the sewers of New 
York. Everyone knows about them, but no one's ever seen them." 

2.1 Getting It Wrong 

In 1991, Tippett asserted that the spread of computer viruses was like that of bacteria 
in a Petri dish - that without outside intervention their growth would tend to be 
exponential [2]. Though there was not a rigorous model behind these statements, 
they were based on the well-known fact that many population models exhibit 
exponential growth in their early phases. The reason for this is easy to see. The first 
infected individual might spread the infection to two other individuals, who in turn 
spread it to four more, and so on. The spread will be approximately exponential until 
a large fraction of the population is infected, at which time the infection will 
continue to spread, but more slowly due to the lack of uninfected targets. Assuming 
that everyone in the population is susceptible to the infection, the virus will 
ultimately infect 100% of the population. 

Armed with this alarming prediction, Tippett and others called for emergency 
action, fearing that a worldwide pandemic was just months away. But as early data 
on worldwide virus infections became available, it became clear that there were 
problems with this model. Virus spread was nowhere close to exponential. In fact, it 
was surprisingly slow. Few viruses that were collected by anti-virus companies were 
ever seen in real-world infections, and even those that were took up to a year to 
become worldwide problems. Viruses never reached 100% of the population, even 
after a fairly long time. In fact, their prevalence would reach a peak of at most a few 
percent of the population, and then it would decrease [3]. 

2.2 Getting It Right 

Two features of this simple model of infection are easily seen to be problematic. 
First, there is an assumption that infected individuals remain in the population 
indefinitely and continue to spread the infection. But infected computers do not stay 
infected forever. If the virus causes system problems, and most viruses did, users 
would be highly motivated to get rid of the virus. They might use anti-virus software, 
if it was clear that it was a virus. They might replace their boot records, which would 
have gotten rid of most boot viruses. They might have reformatted their hard drives 
and started over. Ultimately, users would have gotten rid of their computers and 
moved to new computers. Few of us are still using the computers that we used in 
1990! 

Second, there is an assumption that every individual is susceptible to infection. 
But, as the computer virus problem became worse, and more people started using 
anti-virus software regularly, this was no longer the case. Indeed, as anti-virus 
software gained the ability to actively prevent computer viruses from running on a 
system, and to stay up to date with the latest threats, many computers became 
immune to a virus before the virus could ever reach them. 
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A third feature of this simple model is perhaps more subtle. The model assumes 
that any infected individual has an equal chance of infecting any other individual. 
The model essentially assumes that the population is trapped in an elevator for 
several months, and that anyone sneezing has as much chance of infecting one of the 
individuals as another. In biological epidemiology, this is known as the 
"homogeneous mixing" assumption [4]. 

For rapidly-spreading diseases, such as influenza, in populations with a high 
degree of contact, such as cities, this is still a pretty good model. But computer users 
did not exchange diskettes in this pattern. They exchanged diskettes relatively 
infrequently, and often only within a group of close co-workers. Diskette exchanges 
between random people in the world occurred very infrequently. It turned out that 
the topology of how an infection may spread was a critical, and previously 
overlooked, feature of a successful model. 

Kephart et al. described models of the epidemiology of computer viruses that had 
a rigorous basis and took these features into account [5, 6]. In these models, standard 
biological epidemiology was used to describe individuals who were susceptible, 
those who were infected and contagious, and those who were both cured and 
immune. Individuals who were susceptible could become infected, and could later 
become both cured and immune. The models supported standard epidemiological 
results such as epidemic thresholds: if the virus is killed off faster than it spreads, 
there is no epidemic. This was a likely explanation for the observation that most 
viruses were never seen in real-world infections. They were too inept at spreading or 
never got the chance. Similarly, epidemics in the model never reached 100% of the 
population. They were killed off by disinfecting infected computers or by 
preventative measures. 

Instead of assuming homogeneous mixing, Kephart et al. modeled infections as 
spreading on a directed graph, in which the nodes were computers and the arcs 
denoted a pathway by which a particular computer could infect another. In very 
sparse graphs, which are likely the correct model for diskette-based virus spread, it 
was harder for an epidemic to start and easier for it to die off In highly clustered 
graphs, representing more diskette sharing inside workgroups and less between them, 
viruses that were rampant in one part of the graph seldom leaked out to other parts of 
the graph, explaining the observation that some university computer labs had 
rampant, ongoing infections while more controlled environments rarely did. 

It turned out that virus epidemiology in computer systems bore deep and striking 
similarities to the biological world. The same models could represent viruses in both 
worlds. The thing that distinguished the directed graph models from the "exponential 
growth" model was that it was not a case of reasoning by analogy. It had a rigorous 
mathematical basis and an explicit set of assumptions that could be validated in the 
real world. It was inspired by biology, but grounded in the actual system at hand. 

3 A Digital Immune System 

The mammalian immune system is very complex, and has evolved over millions of 
years to protect individuals against a very large and ever changing array of threats. It 
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has a number of mechanisms, both innate and adaptive, to find and destroy foreign 
organic material that may pose a threat to the body. 

The immune system is an obvious place to look for inspiration in combating 
cyberspace threats such as computer viruses. Before we do so, let us look at some of 
the mechanisms that it uses. 

When viruses enter the bloodstream, some of them are engulfed and destroyed by 
macrophages (white blood cells), which then present antigens (proteins from the 
bacterium or virus) on their surface. Cells called T cells are capable of recognizing 
particular antigens by binding to them chemically. There are a vast number of T cells 
in the bloodstream, and collectively they are capable of recognizing a vast number of 
different antigens. When a particular T cell recognizes an antigen, it is stimulated to 
reproduce, so there are more T cells to find instances of that virus. It is also 
stimulated to produce antibodies that bind to the antigens on the surfaces of the virus. 
Viruses that are coated with antibodies are easier for macrophages to ingest. So, in 
response to an invading virus, the immune system produces a huge number of 
antibodies that help kill off that particular virus. 

T cells that happen to recognize proteins found in the body are weeded out at an 
early stage in their lives, so the body does not (usually) produce antibodies against 
itself Only T cells that might recognize viruses and do not recognize the body's cells 
(the "self) are allowed to circulate [7]. 

3.1 Getting It Wrong 

We begin with the problem of detecting a computer virus in the first place. 
Forrest et al. suggest a method for detecting computer viruses that is very 

strongly rooted in the mammalian immune system [8]. Given a set of files that they 
want to protect on a PC, they divide the files into a collection of bit strings of a fixed 
length, say 32 bits long. They then generate 32-bit "detector" bit strings at random 
and discard those that have a match to the strings that make up existing files on the 
PC. This is very much like the immune system creating T cells, and weeding out 
those that attach to proteins in the "self" Forrest et al. calculate the number of non-
self detector strings that will be needed in order to detect new or changed files (i.e. 
non-self files) with a given probability. 

A sufficient number of non-self detector strings is then generated, and the PC is 
scanned periodically to determine if any of the non-self strings are found within the 
files. This is very much like the immune system spreading T cells throughout the 
body, and reacting to any of them binding to non-self proteins. 

So far, this is very plausible. It is a general method for detecting changes in the 
system, that is, files that have come to look different than they were to begin with. 
This could well indicate the presence of a computer virus. 

Let us examine what it would take to implement this on a typical PC today. In 
doing so, we will make assumptions that more strictly parallel biology than Forrest et 
al. might advocate. The model that they report allows, for instance, only approximate 
matching of detector strings to strings in the files of the PC as a way of increasing its 
efficiency. Here we will assume exact matching. 
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In the experiments involving this method, the authors typically assume a rather 
high probability of failing to detecting a change. 0.02 is a typical probability that is 
used. We will set a stricter standard, as biology does. Let us suppose that we want to 
detect changes on a typical PC and we want the probability of failing to detect a 
single-bit change in one of the 32-bit strings in the files to be less than 2"". This is 
not an unreasonable bound, given that a typical PC with 100GB of storage has -2"° 
bits on it which, if we separate these into 32-bit strings for this method, yields 2" 
such strings. If we randomly change all 2^', we would only fail to detect 1000 of the 
changed strings. 

Using the equations developed in [8], we estimate that we will need nearly lO" 
detection strings that are each 32 bits long to achieve the required detection 
probability. If this were the mammalian immune system, that would be a small 
number of T cells. In a computer, however, that many detection strings would 
require nearly 400GB of storage, which is more than a typical PC has these days. 
Plus, scanning for the presence of lO" detection strings would take quite some time! 

Functionally, this is a method of determining if new files have been added to the 
PC, or if existing files have changed. Let us consider another method of 
accomplishing this goal. Suppose we calculate a 32-bit hash, or checksum, for each 
file on the computer, and store it away along with the path and filename of the file. 
This will allow us to detect changes in files with a failure rate of 2"'̂  per file. To be 
fair, the two detection methods are not functionally identical. The hash method can 
detect deleted files, whereas the detector method cannot. The detector method has a 
higher probability of detecting multiple-bit changes. Nonetheless, it is an instructive 
comparison. 

If we keep 4 Bytes (32 bits) of hash per file, and -32 Bytes of path and filename 
information, we need -36 Bytes per file. A typical PC might have ~I0' files on it, so 
we need less than 4MB of storage for our hash database. If all we want to do is detect 
changes to files on our PC, this is a much more economical way to do it. 

This surprising economy is not available to the mammalian immune system. 
While it is easy to implement hash functions for files on a computer, it is difficult to 
think of a way that evolution could have provided a hash function for protein 
sequences, or even what such a hash function would look like. Biology has vast 
numbers on its side, so producing billions of T cells is a natural approach. 
Computing has much more strict limits on its resources, but much more flexibility in 
its computations. 

A closer examination of the assumptions made by the detector model reveals a 
curiousity. It assumes that the makeup of the "self that the method defends is 
constant. That is, it assumes that strings that initially matched strings in the "self 
will match them in the future, and that strings that did not match strings in the "self 
will not match them in the future. This is a good assumption in mammals, where the 
proteins that are expressed on the surfaces of cells are determined by the organism's 
genetic makeup, and do not vary over time. 

It is not a good assumption, however, in computer files, which change all the 
time for valid, benign reasons. New files are created, existing files are updated, and 
old files are deleted. There is no static "self in computers. Just because a file 
changes does not indicate the presence of a virus. Quite the contrary, the number of 
files that change due to viruses is much, much smaller than the number that change 
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for benign reasons. In this case, the computer world is very different from the 
biological world. 

In a subsequent paper based on this same approach [9], Somayaji et al. state: 

"Although we believe it is fruitful to translate the structure of the 
human immune system into our computers, ultimately we are not 
interested in imitating biology. Not only might biological solutions 
not be directly applicable to our computer systems, we also risk 
ignoring non-biological solutions that are more appropriate. A more 
subtle risk, however, is that through imitation we might inherit 
inappropriate 'assumptions' of the immune system." 

This is the ongoing risk of biologically-inspired design. 

3.2 Getting It Right 

If we cannot rely on a distinction between self and non-self to recognize computer 
viruses, how can we recognize them? Perfect recognition of computer viruses -
determining that an arbitrary program is a virus and never making a mistake - is 
equivalent to the halting problem [1, 10]. Nevertheless, there are a variety of 
heuristics that, in practice, turn out to be remarkably effective. Many viruses are 
variants of older, known viruses, and can often be found by scanning for strings that 
are found in known viruses but that are unlikely to be found in normal programs. 
Many viruses use a few common tricks, like self-encryption to attempt to hide from 
scanners, so noticing that a program uses one of these tricks may lead us to suspect it 
of being a virus. 

Unfortunately, all of these heuristics have false positives - they occasionally 
accuse a perfectly normal program of being a virus. It would be bad if the system 
acted on this accusation without being sure, erasing the accused file or, worse, 
attempting to remove the "virus" from the file. 

In a system described by Kephart et al. [11, 12], heuristics were used to identify 
files that might contain a virus, and a copy of these files was sent to a central virus 
analysis lab. Here, an important difference between biological and computing 
systems was exploited. In biological systems, lots of things replicate themselves: 
DNA, viruses, our body's cells and entire organisms. Self-replication is one of the 
most important capabilities of all life. In computing systems, however, almost 
nothing that is really usefiil undergoes self-replication. Almost without exception, if 
it self-replicates, it is a computer viruses, and hence it is undesirable. So the virus 
analysis lab isolated the suspect virus in a virtual machine and tried to make the virus 
self-replicate. If it did, it was indeed a virus. 

Multiple replicas were gathered, so that the system could take into account any 
variation between them. The replicas were analyzed, and strings were extracted that 
detected all of the replicas but were very unlikely to be found in normal programs. 
The goal of this latter step was much the same as the goal of the immune system in 
producing T cells: create something that will recognize the virus but will not also 
recognize good cells/files. Because it would be infeasible to follow biology closely 
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and test the string against every file tliat exists or will exist on the Earth, a statistical 
characterization of a large collection of normal programs was used to estimate the 
probability that the string would be found in any normal program. Only strings with 
extremely small probabilities were used. At the same time, an algorithm for 
disinfecting the file - for removing the virus and returning the file to its original state 
- was derived. 

Once these detection strings and disinfection algorithms were extracted and 
tested, they were sent back to the infected system, which then used them as a highly 
specific way of finding and disinfecting that particular virus. At the same time, they 
were made available worldwide to protect computers that were not yet infected. In 
most cases, this was all done automatically, with quality that exceeded human 
analysis, and was complete from detection to cure in a few minutes. 

While this process bears some resemblance to the way the mammalian immune 
system works, it is really very different. In fact, it bears more resemblance to an 
early 20* century theory of the mammalian immune system called "instruction 
theory," in which antigens themselves caused the formation of antibodies, but only 
after the antigen appeared and by somehow using parts of the antigen in antibody 
formation [13]. This theory was disproven shortly after it was proposed. But 
computers are not mammals, and mechanisms that work poorly in biology may be 
just the ticket in computing. 

In computing, what constitutes "self and "non-self changes constantly, so 
observing a computer virus reproduce is one of the few sure ways to determine that it 
really is a virus and not just a normal program. Furthermore, crafting specific 
defenses for specific viruses works very well in computing system, where we cannot 
have billions of detectors for "non-self" Once again, we see how critical it is to 
understand the differences between biological and computing systems, as well as the 
similarities. 

4 Self-Assembling Autonomic Systems 

Since the first paper outlining the vision of autonomic computing [14], biology has 
been used as an analogy for how large computing systems should work. The 
autonomic nervous system plays an important role in regulating critical systems in 
the body - such as breathing, heartbeat, digestion, and eye focus - without involving 
our conscious minds. This lets our conscious mind focus on conceptual problems 
with fewer distractions. By analogy, autonomic computing seeks to create computing 
systems that are largely self-regulating, allowing system administrators to tell the 
systems what to do at a high level, and then have the systems themselves figure out 
how to do it. 

The autonomic nervous system is one possible biological source of inspiration 
for autonomic computing. Let us examine another. 

In the early stages of embryonic development in mammals, cells divide to form a 
blastocyst, a roughly spherical collection of cells that start out nearly identical. As 
development proceeds, these cells reproduce and differentiate to form structures, 
such as arms and a spine, based on their own genetic information and their local 
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chemical environment. Remarkably, there is no central planning agent that tells the 
body how to develop. 

Nevertheless, trillions of cells acting in their local environments manage to 
develop into extremely complex structures such as eyes, muscles and brains. 
Consider the circulatory system, which must carry blood to all parts of the body. 
How does the developing circulatory system know where to grow new capillaries? 
The answer, of course, is that it does not, at least in the sense that there is no 
centrally managed plan for where they should be. Rather, cells that are getting 
insufficient oxygen generate growth factors that stimulate nearby capillaries to grow. 
Thus cells in regions of the developing body that are not yet getting enough oxygen 
stimulate capillary development in that region until they are getting enough oxygen, 
at which time they stop [15]. 

The mammalian body has countless mechanisms that direct its resources to 
places and for purposes that most benefit the body. Mechanisms that enable 
distributed self-assembly of complex features are among the most powerful. 

4.1 Getting It Wrong 

Let us focus on one important aspect of self-assembly in computing systems: 
determining where in the system to put a new server that has become available. We 
have a large computing center, with many application environments. Each 
application environment is a collection of the computing resources needed for a 
particular application - for a web server, for instance, or a portfolio analysis 
application. We want to figure out into which application environment we should put 
our new server, and how best it can be used within that environment. 

In the developing blastocyst, it does not matter where a new cell is placed. It 
develops according to what it senses of its local environment. Suppose we held 
slavishly to biology and did the same thing with our new server. There is no sense of 
"local environment" in our collection of application environments. Logically, they 
are all peers. So we let the server choose the first application environment that it 
finds in a directory of such things. 

We will even credit the application environment with good sense about how to 
use the server. Perhaps it is asked to become a web server to handle more customer 
requests. Perhaps it becomes a host for that processor-intensive portfolio analysis to 
achieve more accurate results. 

Of the biologically-inspired approaches that we have discussed so far, this one 
has the most obvious flaws. Clearly, choosing a random application environment into 
which to incorporate the server is unlikely to be the best choice. The chosen 
environment may be handling its traffic just fine, whereas another environment is 
starved for resources. 

Servers are not cells. Cells reproduce, and their population can grow nearly 
limitlessly to serve the needs of the developing organism. Servers, on the other hand, 
are a highly constrained resource. Putting a server to work on one application often 
means that it is not available for another application. 
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This approach is too distributed. By not taking advantage of global information, 
in this case information about the value of an additional server to the various 
applications that might make use of it, we are stuck with a very suboptimal result. 

4.2 Getting It Right 

A traditional approach to allocating a new server is for system administrators to 
examine the various application environments in detail and plan out, quite a long 
time in advance, where that new server is most needed. 

This can be made less burdensome for system administrators by allowing them to 
specify policies about how resources such as servers should be allocated. The web 
server application may be highly important for customer satisfaction, and the policy 
might be to allocate new servers to it until it is meeting its performance goals. 
Servers not needed for this application could be given to the less important but 
computationally intensive portfolio analysis application that can use as many servers 
as it can get. 

Research is underway to imbue servers with the ability to incorporate themselves 
into an application environment, once the choice of environment is made. They can 
find the other resources that they need to operate and hook themselves up without the 
need for manual intervention by system administrators [16]. 

This idea can be extended to the dynamic operation of the system. Suppose, in 
our previous example, that the load on the web application varies, that it is high 
during the day and low at night. A global resource arbiter can be given a policy that 
instructs it to give as many servers as needed to the web application, but to move any 
servers that it does not need to the portfolio analysis application. We would see 
servers moved to the financial application in the morning, and then moved back to 
the computationally intensive application in the evening. 

More generally, application environments can have a quantitative measure of the 
benefit that they could provide if given one or more additional servers. A global 
mechanism could then arbitrate between the environments to determine the best 
global allocation of all servers [17]. 

This keeps the best features of self-assembly while achieving globally optimal 
utilization of scarce resources. In large part, system administrators could be relieved 
of the burden of planning out, in detail, which environment should get which server 
at any given moment, and the burden of adding that server to that environment. 
Instead, administrators could set higher-level policies and let the system figure out 
how best to achieve them. 

Again, this is not the way cells work in the body. Cells do not transform 
themselves from liver cells to brain cells when we are working on hard math 
problems, nor do kidney cells become muscles when we run. But principles like self-
assembly from biological systems can be applicable to computing systems if we 
understand the differences between the systems. 



Biologically-Inspired Design: 31 
Getting It Wrong and Getting It Right 

5 Conclusions 

In this paper we reviewed three areas in computing in which people have drawn 
inspiration from biology. In the first, computer virus epidemiology, we saw that 
simple analogies with biological virus spread do not capture essential features of 
computer virus spread, but that a rigorous and biologically-based model can. In the 
second, we saw that following the workings of the biological immune system too 
closely can result in an unwieldy and inaccurate technology for detecting computer 
viruses, whereas a deep understanding of how computers differ from biological 
organisms can lead us to a digital immune system that works extremely well. In the 
third, we saw that a simple analogy with self-assembling biological systems results 
in decisions about where to place a new server in a data center that are clearly wrong, 
while an understanding of how global information differs between biological 
systems and our data center helps us use the best features of biological self-assembly 
and avoid suboptimal solutions. 

Biology does things for its own reasons. In the mammalian body, development 
must be consistent with evolution and the mechanisms available to it. We cannot 
grow a hand without growing an arm at the same time. And it must work with the 
materials available to it - cells but not electronic circuitry. 

In engineering, we face different constraints. We are able to harness incredible 
computational power, but we do not get access to trillions of self-reproducing parts. 
Hence the solutions that we adopt in engineering will often be very different from 
the solutions adopted by biology. 

Reasoning by analogy is dangerous. It tempts us to ignore the underlying 
assumptions that make a technique work in one field but fail in another. Instead, we 
must know the assumptions that are being made in both computing and biological 
systems. We must have a rigorous underlying model, preferably a mathematical 
model, of the systems that we are building. And we must know when a computing 
system does not behave like a biological system. In many cases, this knowledge can 
help us find a solution that is even better than those used in biological systems. 

We can be inspired by biology. Indeed, we should be. Biology is very inspiring 
and can often lead to new ways of thinking about computing systems. But we must 
avoid the temptation of letting it dictate our designs. 
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Abs t rac t . We present in this paper a clustering algorithm which is 
based on a cellular automaton and which aims at displaying a map of 
web pages. We describe the main principles of methods that build such 
maps, and the main principles of cellular automata. We show how these 
principles can be applied to the problem of web pages clustering: the 
cells, which are organized in a 2D grid, can be either empty or may 
contain a page. The local transition function of cells favors the creation 
of groups of similar states (web pages) in neighbouring cells. We then 
present the visual results obtained with our method on standard data 
as well as on sets of documents. These documents are thus organized 
into a visual map which eases the browsing of these pages. 

1 Introduction 

The aim of web pages visualization is to present in a very informative and in­
teractive way a set of web documents to the user in order to let him or her 
navigate through these documents. In the web context, this may correspond 
to several users' tasks: displaying the results of a search engine, or visualiz­
ing a graph of pages such as a hypertext or a surf map. In addition to web 
pages visualization, web pages clustering also greatly improves the amount of 
information presented to the user by highlighting the similarities between the 
documents [1]. These similarities take into account the content of the pages. 
Several systems have been designed with the double aim of creating groups 
among web pages and of visualizing such groups. If one considers the visual 
models of topic maps [2] [3], and compared to graph displaying models such as 
(Kartoo, Mapstan, TouchGraph, GoogleBrowser) and to other plot based vi-
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sualization [4], then the advantages of topic maps are the following: they may 
represent an important number of documents and of created clusters, they may 
provide a global view which can be easily zoomed, and most importantly, they 
use a cartographic metaphor which manipulation is easily learned by the user. 
We consider in this work a set of n web pages that we would like to repre­
sent as a topic map in order to let the user browse these pages. This problem 
can be instantiated in several ways: the automatic construction of a hypertext, 
the visual presentation of search engines results, the automatic creation of web 
sites maps. The map must represent these pages in such a way that thematic 
clusters will clearly appear. To build such a map, one must be able to measure 
the similarity between pages, to detect groups among the pages, to visualize 
such groups and the neighbourhood relationships between the pages (similar 
pages must be displayed together on the map). By reaching this goal, one over­
comes the traditional limitations of text-based interfaces: In the case of search 
engines, a greater number of results can be explored. In the case of hypertext 
construction, the discovered neighbourhood relationships will naturally act as 
hyperhnks. 

In the remaining of this paper, Section 2 describes the main principles of 
the methods that visually cluster web pages, as well as the main properties of 
cellular automata. Section 3 present our algorithm, a new method for visual 
clustering with cellular automata. In Section 4, we present the results obtained 
by our method on benchmark data and on web pages. We conclude by presenting 
the limits of our method as well as the perspectives which can be derived from 
this work. 

2 Principle of documents maps and cellular automata 

2.1 D o c u m e n t s visual clustering and maps 

In order to solve the problem at hand, we must study the methods that cluster 
documents into a visual map [2] [3]. Kohonen maps are one of the most well 
known examples [5] [6]. Other similar methods have been recently applied to 
the generation of document maps: it is the case for instance of a biomimetic 
approach which uses artificial ants to sort objects (i.e. documents) on a 2D grid 

[7]. 
The main characteristics of these visual representations are the following: 

the map is built from the set of documents by calling a clustering algorithm the 
results of which can be directly visualized. These results are organized in a 2D 
plan. Documents which are close to each other on the plan should be similar 
from their content point of view (thus a correlation should appear between the 
location of the documents on the grid, and their textual similarity). Documents 
represented on the map can be annotated with text labels in order to let the 
user better understand the clusters which have been found. These labels can 
be the title of documents, or keywords extracted from the documents, and 
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also colours which indicate the density of documents in a given area of the 
map. In conclusion, these maps must achieve the following properties: to create 
groups of documents (with informative neighbourhood relationships that are 
representative of the textual similarity between documents), to inform the user 
on the size of groups, the thematic content of a group (by displaying for instance 
common keywords in documents that belong to this group), to zoom and provide 
additional details about a document (title, opening of the document). 

2.2 Principles of cellular automata and application in visual 
clustering 

Among all the methods related to clustering [8], researchers have developed 
models which are inspired by biological systems. As far as we know, no clustering 
algorithm making use of cellular automata has been defined yet. However, the 
cellular automata model is known since many years and has many interesting 
properties such as those which can be found in the popular game of life [9]: the 
emergence of complex behaviours that result from local and simple interactions. 
We show in the following that this model, which has been used in numerous 
domains [10], can make valuable contributions to the visual clustering problem 
and to the building of web pages maps. 

We remind here the reader of basic principles used in cellular automata 
(CA). A CA is defined by a 4-tuple denoted by (C, S, V, S). C = {ci,, CNCCU } 
represents the set of cells where NCell remains constant over time. S = 
{si,, Sfc} is the finite set of states that each cell will be able to take. The state of 
a cell Ci is denoted by Ci{t). V denotes the neighbourhood between cells which 
gives a spatial structure to the cells. For each cell Cj, we denote by V{ci) its set 
of neighbouring cells. In this work, we are interested in a 2D structuration of the 
cells which are thus placed on an N x N matrix or grid (as a consequence the 
number of cells is NCell = N"^). The neighbourhood of a given cell is a square 
with an edge of size v and which is centered on the cell. This neighbourhood 
is such that the grid is toroidal (top connected to bottom, left side connected 
to right side). The neighbourhood of a cell is thus a set of ŵ  cells. The local 
transition function denoted by 5 determines the next state of a given cell as a 
function of its neighbouring cells. Finally, we call configuration of the CA at 
time t the state vector CA{t) = (ci(t), .•.,CNCeii(t))- A CA evolves from CA{t) 
to CA{t + 1) by applying S to each cell, either in a synchronous way (parallel 
mode) or in an asynchronous way (parallel or sequential mode). 

The main principle of our method is to consider that the states of the CA 
can be the documents themselves. Then the next step is to adapt the local tran­
sition function in such a way that states representing similar documents appear 
in close location on the grid. Once a stable configuration has been obtained in 
which similar documents become located close to each other, it is straightfor­
ward to create a map from this grid, and we will show in section 4.3 that these 
results check the desired properties mentioned in the previous section. 
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3 A CA model for documents visual clustering 

In the following, the n documents (or data) to be clustered are denoted by 
di,...,dn and Sim{i,j) G [0,1] denotes the similarity between two documents 
di and dj. We have considered a 2D CA where the NCell cells are structured 
on a squared grid. 

The set of possible cells states is equal to 5 = {empty, d i , . . . , d„}. In other 
words, each cell will be either empty or may contain one (and only one) doc­
ument or data. At each simulation step, the states of cells will be possibly 
modified according to local transition rules which will aim at letting similar 
states (documents) appear at close locations on the grid. 

The size of the grid has been empirically determined as in [11] and is com­
puted with the function A'' = i?(\/3n) + 1- This size is supposed to give enough 
space (A''̂  cells but n data only) to the spatial organization of the clusters. The 
size of the neighbourhood described in the previous section is the edge v of 
the square centered on each cell and is empirically determined by the following 
formula: v = E{N/10) + 1. 

We use the following definition in our algorithm: a cell is isolated if its 
immediate [v = 1) neighbourhood contains less than 3 non empty cells. We 
have decided to obtain non overlapping clusters: thus a state di may appear 
in one cell at a time. Therefore, we use a list of states denoted by L which 
represents the list of documents which do not appear on the grid and that 
remain to be placed. Initially, L contains all the documents and the states of 
cells are all empty. 

The local rules for evolving the states of cells are the following, firstly for 
an empty cell Cij: 

- R l : If dj is isolated Then (with probability 1 - P ' = 0.25) Cij{t + 1) ^ 
dk, where dk is a randomly selected document of L (and provided that 
Simd'^(,v(cij){dk,d'^) > Threshold{t)) 

- R2 : If Cij is not isolated Then Cij{t -1-1) <— dfc, where dk is either a ran­
domly selected document of L (with probabihty P = 0.032), or (with prob­
ability 1 — P ) the document of L which is the most similar to the docu­
ment represented by Cij neighborhood, (and provided that, in both cases, 
Sim4l^^v(cij){dk,d'^.) > Threshold{t)). 

For a cell Cij that contains a document dk (i.e. Cij{t) = dk), the transition 
rules are the following: 

- R3 : If Cij is isolated. Then Cij{t+ 1) <— empty with a probability P ' = 0.75 
{dk is placed back in L). 

- R4 : Else if Sim^' ^via ){dk,d'^.) < Threshold{t), Then Cij{t -I- 1) <— empty 
and dk placed back in L 

In all other cases, the cell state remains unchanged {Cij{t + 1) <— Cy(i) ) . 
One can notice that the values of P and P ' thresholds have been obtained 
experimentally. 
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In order to apply these rules to cells and in order to avoid conflicts when 
assigning on the grid the data of L, we have considered that one cell will evolve at 
a time (sequential evolution of the CA). We have tested several ways of selecting 
the cell to which the rules are applied at the current time step: we have kept a 
randomly selected order, once for each run of the algorithm (a permutation of 
the N'^ cells is randomly generated at the beginning of the algorithm). 

In the rules, we mention a threshold Threshold{t) which evolves over the 
simulation steps t. This threshold is initialized to the maximum similarity value 
observed in the data set, and then slowly decreases through the run. Initially, 
the documents located close to each others on the grid are thus very similar to 
each others, thus forming highly similar "seeds" for the future clusters. At each 
time step, Threshold{t) is decreased of a constant quantity (equal to 1/200 of 
the standard deviation observed in the similarity values). This decreasing is also 
such that the algorithm converges because documents will be very unlikely to 
be removed from the grid once Threshold(t) becomes low. 

4 Results 

4.1 Standard data 

In order to validate the clustering abilities of our algorithm, we have applied 
it first on standard benchmark databases from the Machine Learning Reposi­
tory [12]. The similarity measure that we have used is based on an Euclidean 
distance. 

We have used the same set of parameters for all tested databases. Our first 
experiments have consisted in performing numerous tests in order to determine 
an average and satisfying set of parameters. We have run our algorithm on the 
13 mentioned databases. Each parameters set has been tested over 20 runs. More 
than 1500 parameters sets have been tested. The obtained conclusions are the 
detection of correlations between parameters and the obtaining of a satisfying 
set of parameters with a low error rate (Rand measure), a high purity and a 
good number of found clusters (close to the real number of clusters). 

The visual results presented in figure 1 illustrate the clusters found for some 
databases (see table 1 for the complete results). One must notice that the lay­
out of the clusters corresponds to known properties of the databases, Hke for 
instance in the cases of the Iris and Wine. The execution times were measured 
on a PC AMD Athlon64 792MHz with 500Mo of RAM, and an implementation 
in a Java Applet (the execution is therefore slower than in a C implementation 
for instance). 

A quantitative analysis of the results is presented in table 1. The perfor­
mances of our CA are quite correct compared to the ascending hierarchical 
clustering (AHC) which is a widely used clustering algorithm. 
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Fig . 1. Visual results obtained (tiie colors indicate the real classes) 

Table 1. Results obtained on standard databeises (CF represent the number of found 
clusters, PR the purity , Ec the error measure and Tsxe the execution t ime 

Databases 

CF 

Cellular au tomata 

P R EC TEXC 

AHC 

CF PR EC TEX 

A r t l 
Art2 
Ar t3 
Art4 
A r t s 
Ar te 
CE.R.I .E.S. 
Glass 
Iris 
P ima 
Soybean 
Thyrod 
Wine 

6.25 [1.26] 
6.35 [1.39] 
7.70 [1.38] 
6.25 [1.04] 
8.65 [1.31] 
4.75 [0.62] 
5.80 [1.2] 

5.50 [0.92] 
4.75 [1.18] 
5.50 [1.48] 
3.95 [0.28] 

4.80 [0.6] 
4.70 [0.66] 

0.87 [0.09] 
0.97 [0.04] 
0.92 [0.06] 
1.00 [0.00] 
0.63 [0.19] 
1.00 [0.002] 
0.75 [0.18] 
0.56 [0.16] 
0.95 [1.00] 
0.67 [0.08] 
0.96 [0.11] 
0.85 [0.12] 
0.90 [0.1] 

0.15 
0.20 
0.20 
0.29 
0.14 
0.02 
0.18 
0.36 
0.15 
0.47 
0.02 
0.33 
0.13 

[0.03 
[0.09 
[0.05 
[0.04 
[0.03 
[0.01 
[0.02] 
[0.05 
[0.05 
[0.03 
[0.05 
[0.07] 
[0.04 

4.3s 
28s 
59s 
1.2s 
7.5s 
8.0s 
3.5s 
3.7s 
0.8s 
70s 
0.4s 
2.2s 
2.6s 

0.84 0.15 
0.98 0.14 
0.89 0.16 
1.00 0.13 
0.78 0.08 
1.00 0.03 
0.56 0.24 
0.49 0.43 
0.88 0.13 
0.48 0.48 
1.00 0.08 
0.84 0.35 
0.84 0.20 

0.92s 
23.73s 
32.34s 
0.11s 
14.25s 
0.91s 
0.25s 
0.14s 
0.05s 
9.52s 
0.00s 
0.14s 
0.06s 

Table 2. Textual databases tested 

Databases Size ( # of documents) Size (Mb) # of real classes 

CE.R.I.E.S. 
AntSearch 
WebAcel 
WebAceB 

259 
332 
185 

2340 

3.65 
13.2 
3.89 
19 

17 
4 
10 
6 

Table 3 . Results obtained on textual databases 

Databases Cellular au tomata 

Ec CF PR 

AHC 

Ec CF PR 

AntSearch 
CERIES 
WebAcel 
WebAce2 

0.35 [0.06] 4.2 [0.6] 0.59 [0.21] 
0.62 [0.12] 3.6 [0.9] 0.27 [0.10] 
0.48 [0.10] 3.8 [0.9] 0.36 [0.21] 
0.15 [0.07] 8.0 [0.6] 0.81 [0.27] 

0.17 6,00 0.79 
0.36 3,00 0.29 
0.28 4,00 0.27 
0.29 3,00 0.79 
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CE.R.I.E.S. AntSearch WebAce2 WebAcel 

Pig. 2. Results on the textual data bases 

4.2 Textual data 

We have applied our algorithm on textual databases (see table 2). In this case, 
the similarity measure is computed with specific algorithms. The CE.R.I.E.S. 
database contains 258 texts dealing with healthy human skin [13]. The AntSearch 
database contains scientific documents dealing with several different subjects 
(73 documents about scheduling problems, 84 about image processing and pat­
tern recognition, 81 about network and Tcp-Ip, and finally 94 about 3D and 
VRML courses). We have used a search engine to extract these documents from 
the web. The WebAce databases contain web pages extracted from Yahoo! cat­
egories [14]. 

We use the cosinus measure in order to compute the similarity between doc­
uments. Each document is represented as a vector of word count but weighted 
according to the tf-idf scheme [15]. The resulting clusters are analysed with the 
same methodology as the previous numeric databases. 

We present in figure 2 the obtained clusters (see table 3 for the complete 
results). We a priori know that the Webacel and CE.R.I.E.S. databases are 
rather difficult for many clustering algorithms because the similarity is not very 
informative. So the poor results are not surprising. However, we wish to check if 
the generated map makes sense (because the found clusters are representative of 
the similarities, but the similarities are not representative of the expert a priori 
clustering). With the Webace2 and Antsearch databases, the obtained maps 
look now much better and one may clearly distinguish the original clusters on 
the obtained 2D grid. 

4.3 M a p generat ion 

From the previously created grid, we have generated a " browsable " map in 
the following way: the 2D positions of the documents are respected and the 
grid is converted into an HTML table. Each cell of the table contains one 
document and is annotated using the beginning of the document's title. Then, 
with JavaScript commands, we may add interactions to the map. Clicking on 
a cell opens the corresponding document. Zooming the map is possible directly 
with the browser using the mouse wheel. The resulting map thus represents 
the similarities between documents, the title of documents and the possibility 
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to zoom and open documents. It is possible to visually evaluate the size of 
clusters, and also to perform an information retrieval task by exploring the set 
of documents by their content. 

We present in figures 3 and 4 a complete map generated from the Antsearch 
database and a specific zoom on figure 4. Generating the keywords is very simple 
(and fast) but gives a basic explanation about the clusters. The beginnings of 
titles are complementary to each others and provide a good idea of the topic a 
given area of the map deals with. When one observes the titles, one may notice 
that these titles have many significant keywords in common. A simple and 
straightforward extension of this work would consist in extracting the keywords 
commonly found in every group of 9 cells (the considered cell to be annotated 
and its 8 neighboors) and to use these keywords for annotation. 

Fig. 3. Example of a map generated on the Antsearch databases (319 documents) 
with annotations 

5 Conclusion 

We have presented in this paper a new algorithm for visual clustering which 
makes use of cellular automata. We have experimentally shown that this algo­
rithm is able to cluster in a relevant way standard numeric and textual data­
bases. 

The main limitations of our method are the followings: 1) the annotation of 
cells is simple, 2) zooming on the map makes the user loose the global context of 
the map which is confusing when dealing with several thousands of documents, 
3) some clustering errors remain. For keywords extraction, we have mentioned in 
the previous section a method which consists in extracting common keywords 
to groups of 9 cells. In order to avoid the loss of context, we propose to use 
a semantic zooming which establishes several hierarchical levels in the map: 
starting from the initial grid, one may easily group together the cells (by groups 
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Fig. 4. Zoom on a part of the Antsearch map 

of 3 X 3 cells) and thus make several levels in the visualization. The annotations 
provided at an upper level could be derived from the previous lower level. This 
semantic zoom would allow the user to easily go from one level to the other 
and to keep a good perception of the global context of the map. Finally, as far 
as visualization is concerned, we could represent each document using visual 
attributes that are more informative than a colored cell: one could use for 
instance thumbnail views of the documents, or other visual attributes indicating 
the size, type, etc, of documents. 

Prom the clustering point of view, we think that our algorithm can be further 
improved with respect to clustering errors but also to its complexity. In the first 
case, we wish to use a local threshold for each data, rather than a global one. 
This will avoid that some data get too easily placed on the grid at the end of 
runs. For improving the algorithm complexity, one may consider that after a 
given number of time steps, some cells do not evolve anymore and that they 
should not be considered anymore. The number of cells to processed would thus 
decrease with time. Finally, we also want to prepare a comparison between our 
method and similar visual clustering algorithm like the SOM [2]. 
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Abst rac t . We present a learning-based method for model completion 
and adaptation, which is based on the combination of two approaches: 
1) R2D2C, a technique for mechanically transforming system require­
ments via provably equivalent models to running code, and 2) automata 
learning-bafied model extrapolation. The intended impact of this new 
combination is to make model completion and adaptation accessible to 
experts of the field, like biologists or engineers. The principle is briefly il­
lustrated by generating models of biological procedures concerning gene 
activities in the production of proteins, although the main application 
is going to concern autonomic systems for space exploration. 

1 Motivation 

A formal approach to Requirements-Based Programming, provisionally named 
R2D2C ("Requirements to Design to Code"), was developed at NASA [1] as 
a general-purpose method to mechanically transform system requirements into 
a provably equivalent model. This is a central need for ultra-high dependabil­
ity systems like those developed at NASA for space exploration. The R2D2C 
approach provides mathematically tractable round-trip engineering for system 
development, rigorously based on formal modelling and formal reasoning tech­
niques. In this paper we complement this method with a learning-based method 
for model completion and adaptation in order to make model completion and 
adaptation accessible to experts of the field, like biologists or engineers. 

Before discussing the technical background and the biological application, 
we briefly sketch the standard areas of application. 

Appl icat ion Areas The work described below is motivated by the need for 
requirements-based programming for ultra-high dependability systems which are 
remote, embedded, and increasingly autonomic. 

Please use the follmving format when citing this chapter: 
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Sensor Networks An example of a sensor network for solar system exploration 
is the Autonomous Nano Technology Swarm mission (ANTS) [2], which is at 
the concept development phase. This mission will send 1,000 pico-class (approx­
imately 1 kg) spacecraft to explore the asteroid belt. The ANTS spacecraft will 
act as a sensor network making observations of asteroids and analyzing their 
composition. Embedded sensors in space applications are a challenge along sev­
eral research dimensions: large signal propagation delays in communications 
with Earth; unavailable or blocked communications paths between the space­
craft and mission control on Earth for variable (perhaps long) intervals of time; 
and operations under extremes of dynamic environmental conditions. 

Due to the complexity of these systems as well as their distributed and paral­
lel nature, they will have an extremely large state space and will be impossible to 
test completely using traditional testing techniques. R2D2C helps by converting 
the scenarios into a formal model that can be analyzed for concurrency-related 
errors, consistency and completeness, as well as domain-specific errors. 

Robotic Operations We have been experimenting with generating code to control 
robots, but more interesting is the use of this approach to investigate the validity 
and correctness of procedures for complex robotic assembly or repair tasks in 
space, which rely heavily on the support of embedded controllers. Exploratory 
work here concerns providing an additional means to validate procedures from 
the Hubble Robotic Servicing Mission (HRSM) - for example, the procedures 
for replacement of cameras on the Hubble Space Telescope (HST). 

Communication Systems The learning based approaches have fared quite 
promisingly for the test-based discovery of models of legacy communication 
systems, thus outperforming prior approaches based on trace combination [3]. 
As shown in [4, 5], the test-based model generation by classical automata learn­
ing is very expensive. It requires an impractically large number of queries to the 
system, each of which must be implemented as a system-level test case. Key 
towards the tractability of observation based model generation are powerful 
optimizations exploiting different kinds of expert knowledge in order to drasti­
cally reduce the number of required queries, and thus the testing effort. Recent 
studies have brought to a thorough experimental analysis of the second-order 
effects between such optimizations in order to maximize their combined impact 
[5], and to the development of a mature toolset for experimentation [6], which 
is used here. As shown in [7], our learning method is coherent with the usual 
notions of conformance testing. 

In the specific R2D2C context, we investigate the possible application of the 
combined approach to the specification of communication mechanisms described 
in the previous application domains. This can be completed by a test-based or 
monitoring-based validation once those systems are operational. 

In the following, we sketch the principles on which the R2D2C approach 
works and the effects of the learning-enhanced method. 
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Fig. 1. The enhanced R2D2C Approach with Requirement Completion 

2 How R2D2C Works 

The R2D2C approach involves a number of phases, which are reflected in the 
system architecture described in Figure 1 and described below. 

D l Scenarios Capture: Engineers, end users, and others write scenarios de­
scribing intended system operation. The input scenarios may be represented 
in a constrained natural language using a syntax-directed editor, or may be 
represented in other textual or graphical forms. 

D2 Traces Generation: Traces and sequences of atomic events are derived from 
the scenarios defined in Dl . 

D3 Model Inference: A formal model, or formal specification, expressed in CSP 
is inferred by an automatic theorem prover - in this case, ACL2 [8] - using 
the traces derived in phase 2. A deep^ embedding of the laws of concur­
rency [9] in the theorem prover gives it sufficient knowledge of concurrency 
and of CSP to perform the inference. The embedding will be the topic of a 
future paper. 

D4 Analysis: Based on the formal model, various analyses can be performed, 
using currently available commercial or public domain tools, and specialized 
tools that are planned for development. Because of the nature of CSP, the 
model may be analyzed at different levels of abstraction using a variety of 
possible implementation environments. This will be the subject of a future 
paper. 

"Deep" in the sense that the embedding is semantic rather than merely syntactic. 
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D5 Code Generation: The techniques of automatic code generation from a 
suitable model are reasonably well understood. The present modeling ap­
proach is suitable for the application of existing code generation techniques, 
whether using a tool specifically developed for the purpose, or existing tools 
such as FDR [10], or converting to other notations suitable for code gen­
eration (e.g., converting CSP to B [11] and then using the code generating 
capabilities of the B Toolkit). 

According to this full cycle, developing a system that will have a high level 
of reliability requires the developer to represent the system as a formal model 
that can be proven to be correct. Through the use of currently available tools, 
the model can then be automatically transformed into code with minimal or no 
human intervention to reduce the chance of inadvertent insertion of errors by 
developers. Automatically producing the formal model from customer require­
ments would further reduce the chance of human error insertion. 

In this paper we focus on a specific, new aspect of the R2D2C approach, 
the completion of the requirements given as a set of traces as generated by D2. 
This needs a short introduction into automata learning. 

3 Automata Learning 

Machine learning deals in general with the problem how to automatically gen­
erate a system's description. Besides the synthesis of static soft- and hardware 
properties, in particular invariants [12], [13], [14], the field of automata learning 
is of particular interest for soft- and hardware engineering [15], [16], [17], [18], 

[19]. 
Automata learning tries to construct a deterministic finite automaton (see 

below) that matches the behavior of a given target automaton on the basis of 
observations of the target automaton and perhaps some further information on 
its internal structure. [3, 20, 21] explain our view on the use of learning. Here we 
only summarize the basic aspects of our realization, which is based on Angluin's 
learning algorithm L* from [22]. 

L*, also referred to as an active learning algorithm, learns a finite automaton 
by actively posing membership queries and equivalence queries to that automa­
ton in order to extract behavioral information, and refining successively an own 
hypothesis automaton based on the answers. A membership query tests whether 
a string (a potential run) is contained in the target automaton's language (its 
set of runs), and an equivalence query compares the hypothesis automaton with 
the target automaton for language equivalence, in order to determine whether 
the learning procedure was (already) successfully completed and the experi­
mentation can be terminated. 
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3.1 Learning-Based Mode l Complet ion and Adaptat ion 

Specifications in terms of individual traces are by their nature very partial 
and represent only the most prominent situations. This partiality is one of the 
major problems in requirement engineering. It often causes errors in the system 
design that are difficult to fix. Thus techniques for systematically completing 
and later on adapting such partial requirement specifications in cooperation 
with the application expert are of major practical importance. 

We therefore propose a method for requirements completion and adaptation, 
based on automatic (active) automata learning. In essence, the method 

- initializes the learning algorithm with the set of traces constituting the re­
quirement specification and with the model needing adaptation (this model 
may well be empty), and 

- constructs a consistent behavioral model by establishing predefined consis­
tency and well-foundedness conditions. The details of how to do this have 
been explained in [20] its practical handfing in [4, 5], and a library-based 
toolset for experimentation in [6]. 

In this fashion, we arrive at a finite state behavioral model, which is an extrapo­
lation of the given requirement specification: it comprises all 'positive' traces of 
the specification, and rejects all forbidden traces. All the other potential traces 
are consider as 'don't cares', in order to construct a corresponding state min­
imal hypothesis automaton. In particular, although the learning procedure by 
its nature will only investigate finitely many traces, the constructed hypothe­
sis automaton will typically accept infinitely many traces, as the extrapolation 
process introduces loops. 

For this method to work, a number of membership queries need to be an­
swered. Both, establishing closure of the model, as well as establishing the 
consistency of the abstraction of reaching words into states (i.e., of the charac­
terization from above introduced in the previous section) can only be effected 
on the basis of additional information about the intended/unknown system. 

3.2 Requirement Complet ion in R 2 D 2 C 

Fig. 1 shows the R2D2C scenario including the new requirement completion 
components. As indicated by the arrows representing the potential flow of 
R2D2C processes, our new components introduce the following new options, 
which complement the original R2D2C process here indicated by the arrow 
bypassing the requirements completion module L2: 

- Most powerful is the integrated mode of use, where the requirement comple­
tion component L2 is added to the original process. Its role is here simply 
to support the evaluation of the given set of requirement traces, and to hint 
at underspecified portions which may be successively completed. This option 
strengthens the original R2D2C process. 
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- Alternatively, one may replace the model inference component D3 by our 
requirements completion component L2, meaning that the subsequent com­
ponent D4 and D5 directly work on the model produced by L2. Currently, 
this means that we restrict ourselves to sequential models. However, we are 
investigating how to overcome this restriction in the future. 

The next section presents a non-standard application of our technology to the 
description of biological processes. 

4 Application: Generating and Verifying Complex 
Biological Scripts and Procedures 

Finding patterns in biological sequences has the goal of identifying parts that 
have a biological meaning [23, 24, 25]. There are several approaches to this prob­
lem. Bioperl [26] provides a collection of perl modules used for the development 
of perl scripts for use in Bioinformatics apphcations. 

The Bioperl [27, 28] Project is an international association of developers of 
open source Perl tools for bioinformatics, genomics and life science research, 
with strongly increasing relevance over the almost 10 years. Bioperl relies on 
a large number of scripts to access, steer, and orchestrate a growing number 
of bioinformatic tools and databases. These scripts are becoming increasingly 
complex and intertwined, so that their correctness has become a legitimate 
concern of the community. 

The application of software validation techniques to Bioperl is attempting 
to provide an ongoing, systematic testing of the Bioperl basis, with patches and 
validated new code being added to the public codebase. The goal is to establish 
user confidence that software components will work as described. R2D2C is a 
comprehensive software validation method that has been already successfully 
applied to problems in this domain. 

We consider here again the application example already handled with 
R2D2C in [29] and solve the model creation problem with the combined method­
ology, using the requirement completion in replace mode. 

4.1 From Scenarios to C S P 

Let us consider again the same example from [30] (pp. 146-147). The problem 
is described in the form of a scenario: 

- Gene GeneOne produces protein ProteinOne in t l units of time; ProteinOne 
dissipates in time u l and triggers condition cone. 

- Gene GeneTwo produces protein ProteinTwo in t2 units of time; ProteinTwo 
dissipates in time u2 and triggers condition ctwo. 

- Once produced, ProteinTwo positions itself in GeneOne for u2 units of time 
preventing ProteinOne from being produced. 
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GenelVro ProteinTsro ProteinOne 

Fig . 2 . Learned models of the single actors 

The scenario represents a process that is expressed and implemented in 
Bioperl using a Perl script. However, it is also possible to express this scenario 
using a formal model based on CSP [31]. GeneOne, ProteinOne, GeneTwo, 
ProteinTwo can be considered as separate processes with timing constraints 
implicitly included. (Timing constraints may be explicitly handled by using 
Timed CSP, a variant of CSP which extends the semantics of CSP with time 
[32].) The implicit pre-condition that GeneOne must be enabled is handled 
by the Start process. The events and conditions describing protein production 
are represented as messages gone, cone, gtwo, ctwo, and enabled. The resulting 
R2D2C input scenario is (Dl): 

Start sends enabled. 

GeneOne receives enabled then sends gone. 

ProteinOne receives gone tlien sends cone. 

GeneTwo sends gtwo. 

ProteinTwo receives gtwo then sends ctwo. 

GeneOne receives ctwo then sends enabled. 

and the corresponding system description in CSP (after Phase D2): 

channel cone, ctwo, enabled, gone, 

Start = enabled ! 0 -> Start ; 

GeneOne = enabled ? x -> gone 
ProteinOne = gone ? x -> cone 
GeneTwo = gtwo ! 0 -> GeneTwo 

ProteinTwo = gtwo ? x -> ctwo 

GeneOne = ctwo ? x -> enabled 
System = 

GeneOne [| {1 1} |] 

GeneTwo [| {| 1} |] 

ProteinOne [| {| 1} |] 

ProteinTwo [| {| 1} |] 

Start ; 

! 0 
! 0 

! 0 

! 0 

gtwo : T ; 

-> GeneOne ; 
-> ProteinOne 

-> ProteinTwo 

-> GeneOne ; 

4.2 Learning and Adapt ing the Mode l s 

Instead of analyzing the CSP model, as in [29], we have here used our learn­
ing technique to fully automatically produce automata models for each system 
component (see Fig. 2), as well as for the model of the whole system (Fig. 3). 
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These graphs show in a very intuitive way the global behaviour of the system. 
It is thus very direct also for someone unfamiliar with CSP and its tools to 
validate the behaviour by inspection. 

A frequent mistake in implementing these requirements is in fact the omis­
sion of constraints, either due to their implicit presence in the requirements, or 
due to errors in code development. For example, omitting Start sends enabled 
(which makes explicit an implicit precedence) nothing prevents GeneOne from 
constantly generating ProteinOne and ignoring ProteinTwo inhibition. The cor­
responding erroneous system of [29] has also been learnt with our method, re­
sulting in the global behaviour of Fig. 4(4). 

This inspection could then be used to revise the requirements before devel­
oping the Bioperl code, even before carrying out a formal analysis at D4. 

Complete System 

Fig. 3. Learned model of the biological system 
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(1) (2) (3) 

Fig. 4. Stepwise learned model of the incorrect biological system 

4.3 Successive Refinement 

The erroneous system could be learned in only four iterations. Fig. 4 illustrates 
the concrete learning process starting from the initial hypothesis along the 
application of the algorithm. 

To learn this model from scratch we initialize the learning algorithm with 
no information about the system except for the alphabet of symbols. No initial 
trace is provided, no hints on possible symmetries or independent actions. 

1. After processing the queries of length 0 and 1 with these outcomes 
0 ace 
gone ace 
gtwo ace 
ctwo nonacc 
cone nonaec 

the learning algorithm generates the hypothesis model depicted in Figure 
4(1): there is at least one state, which accepts gone and gtwo and rejects cone 
and ctwo. In the picture we show only the accepting traces: the automata 
are incomplete in the sense that all the absent symbols lead to a single 
nonaccepting state. 

2. By model checking an expert-given corresponding property we find out that 
gone.gone is not an accepting sequence, thus the model (1) is not yet accu­
rate and must be refined. We refine it starting from this counterexample, 
and reach a new hypothesis shown in Fig. 4(2). Here, the counterexample 
sequence leads to the discovery of a second state, state 1, and we have 
distinguished further behaviours. 

3. Due to expert knowledge, we find out that gtwo.gtwo is another trace that 
must be rejected. This leads to the further refinement of state 1 and by 
completion we reach a new hypothesis as in Fig. 4(3). 
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4. After also rejecting gone.gtwo.ctwo.gone in a similar fashion, we arrive at 
the automaton shown in Fig. 4(4), which satisfies all our expectations. 

In order for this method to scale, and to Hmit the required expert-interaction, we 
provide a number of optimizations that exploit other sources of expert knowl­
edge, like prefix closure of the language, symmetry between certain components 
(genes always behave like genes), and the independence of certain observations. 

5 Conclusions and Perspectives 

We have presented a learning-based method for model completion and adapta­
tion, which is based on the combination of two approaches: 1) R2D2C, a tech­
nique for mechanically transforming system requirements via provably equiva­
lent models to running code, and 2) automata learning-based model extrapola­
tion. The intended impact of this new combination is to make model completion 
and adaptation accessible to experts of the field, like biologists or engineers. 

Currently, we are investigating the power of our method. Until now, we 
used it for an initial model completion, as a support for the creation of the first 
model. We are currently carrying out case studies that concern model evolution 
and change, in this case continuously updating the model of biological processes 
according to new information. 

We are also building and adapting models of servicing procedures for space­
crafts, and adaptive control procedures for remote autonomic systems. These 
are the application areas that in our opinion are going to profit enormously of 
the combined completion-adaptation technique. 
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Abs t rac t . FVom the biology's point of view, pollination is an important 
step in the reproduction of seed plants. Prom our point of view, pollina­
tion is a promising and novel, biological paradigm for future dependable 
and self-managing computing systems. This estimation is based on the 
characteristics the pollination process between plants and insects im­
plies inherently. 
To utilize pollination as a paradigm for self-managing and thus auto­
nomic computing systems, this paper identifies the useful properties 
that emerge by the collaborative behavior of insects and plants during 
the pollination process. Based on this process the paper presents an ar­
tificial pollination system that implements these properties by adapting 
the natural architecture and behavior. Furthermore, the paper illus­
trates the practical value of this system by an application in aviation. 
Finally open issues and an outlook on future work are presented. 

1 Introduction 

Imagine sitting in an aircraft and looking out of the window whilst waiting for 
departure, you may see a buzz of activity; Dozens of baggage trains carrying 
innumerable pieces of luggage, catering trucks transporting fresh meals and 
drinks, service cars taking cabin crews to their aircrafts, or fueling vehicles 
pumping kerosene into the aircrafts' wings. In spite of this hectic overall picture, 
all activities seem to be intended and coordinated, what is the achievement of 
the ground control, a central facility at an airport. This institution is responsible 
for the coordination and management of all activities on the apron of an airport, 
in particular for every aircraft handling. In addition the ground control has to 
cope with any conceivable disturbances, e. g. absent ground vehicles, accidents 
on the apron, delayed or different typed aircrafts, unavailable passenger bridges, 
occupied ramps (the places for embarking and disembarking) due to delay, or 
other activities not finished properly. 

However, in face of their valuable work, these centralized ground controls 
will become a bottleneck and single point of failure to airports in future, as the 
total passenger traffic world wide will continue its trend of the last decades and 
rise constantly. For example, Atlanta International Airport handled almost 76 
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millions of passengers in 2001, while in 2004 it have been almost 84 millions [1]. 
This results in an increased flight density at airports which causes the latter 
to expand in the same manner. This in turn boosts the management efforts of 
centralized ground controls more and more. Thus, ground control is clearly in 
need of new management approaches to cope with these future challenges. 

Limiting management and administration efforts for computing systems also 
is the vision of Autonomic Computing (AC) [2]. Future autonomous comput­
ing systems are supposed to feature system-level self-managing capabilities, 
i. e. they ought to be self-configuring, self-optimizing, self-healing, and self-
protecting (also referred to as self-* properties). But in spite of the many 
prospective approaches in various fields that delivered a couple of contributions 
to future autonomic computing systems in recent years (for an overview see 
[3]), this vision is not procurable easily. A remaining research challenge is that 
elements of an autonomic system have to share a set of common behaviors, in­
terfaces and interaction patterns that are demonstrably capable of engendering 
system-level self-management [4]. 

To meet this challenge, it might be a good idea to throw a glance at nature. 
The adaptation of self-organizing biological systems [5] is a common method for 
the solution of artificial problems. For example, Swarm Intelligence [6] uses the 
collective behavior of biological systems (e. g. ant colony foraging, bird flocking, 
or termite mound construction) as paradigm for solving optimization problems. 
Also Autonomic Computing already makes use of biological paradigms in vari­
ous fields (e. g. [7, 8, 9]), even the AC initiative [10] itself is based on a biological 
paradigm: the autonomous nervous system. Thus, looking for biological para­
digms engendering autonomy at system-level and adapting their architecture 
and behavior will be a promising way for building future autonomous systems. 

In this paper we present such a novel, biological paradigm: pollination of 
plants. Prom the biology's point of view [11], pollination is an important step in 
the reproduction of seed plants. Thereby pollen grains - the male gametes - are 
transfered from the anther of a flower to the carpel of a flower, i. e. the structure 
that contains the ovule - the female gamete. Pollination is not to be confused 
with fertilization, which it may precede. Prom our point of view, pollination can 
evolve into an important biological paradigm for future autonomic computing 
systems. This estimation is based on the self-* properties the pollination process 
between plants and insects implies inherently. Thereby system-level autonomy 
is not a result of one homogeneous but of two heterogeneous organizations, 
plants and insects. 

The rest of the paper is organized at follows: Section 2 provides some back­
ground information on Autonomic Computing as well as on the biological polli­
nation process. Section 3 identifies the emerging self-* properties of this process, 
that make pollination useful for AC, and presents an artificial pollination system 
that implements these properties by adaptation. In section 4 we illustrate the 
practical value of the artificial pollination system by applying it as a new man­
agement approach to the initial scenario presented above. Section 5 concludes 
and presents open issues as well as an outlook on future work. 
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2 Background 

This section provides some needful background information on Autonomic Com­
puting as well as on the natural pollination process between plants and insects. 

2.1 A u t o n o m i c Comput ing 

The Autonomic Computing initiative was founded by IBM in 2001. For its vision 
of self-managing systems, IBM proposes a reference architecture for autonomic 
computing systems [12], that consists of four levels: On the lowest level managed 
resources (MR) are located, e. g. HW/SW-components like servers, databases 
or business applications, together forming the entire IT infrastructure. So-called 
touchpoints on the next level provide a manageability interface for each MR -
similar to an API - by mapping standard sensor and effector interfaces on the 
sensor and effector mechanisms of specific MRs, e. g. commands, configuration 
files, events or log files. The next higher level is composed of so-called touchpoint 
autonomic managers (TAM) directly collaborating with the MRs and managing 
them through their touchpoints. 

Generally an autonomic manager (AM) implements an intelligent control 
loop (closed feedback loop) called MAPE loop. The latter is composed of the 
components monitor (collects, aggregates, filters and reports MR's details), 
analyze (correlates and models complex situations), plan (constructs actions 
needed to achieve goals) and execute (controls execution of a plan). Addition­
ally, a knowledge component provides the data used by the four components, 
including policies, historical logs and metrics. Together with one or more MRs, 
an AM represents an autonomic element (AE). 

A TAM also provides a sensor and an effector to orchestrating autonomic 
managers (0AM) residing on top level. The latter are responsible for system-
wide autonomic behavior, as TAMs are only responsible for an autonomic be­
havior of their controlled MRs. 

2.2 T h e natural poll ination process 

In nature pollination involves different components and sub-process. 

Poll inat ion components Normally two components are involved in the pol­
lination process, plants - more precisely the flowers of a plant as pollen source 
and pollen sink - and pollination vectors - agents carrying pollen from the 
source's anther to the sink's stigma (the receptive part of the carpel). Ad­
mittedly, there are a few plants that can self-pollinate, but as this results in 
inbreeding, most species rely on cross-pollination by some kind of pollination 
vector to accomplish pollination. The pollination vector not essentially has to 
be an insect or an animal, also wind and water come into operation. However, 
many plant species do not bank on random pollination by wind or water, thus 
insects and animals are the preferred pollinators of most species. In some cases, 
the evolutionary link between a species and its pollinator has become so tight 
that each is dependent on the other's efforts for its continued survival. 
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Attract ion process During bloom the flowers of a plant need to attract pol­
linators that pick up and deliver pollen (grains) respectively to accomplish pol­
lination. For the attraction, flowers provide certain attraction cues that might 
be visual or olfactory. 

Showy petals or sepals with obvious shape, size, and color for the vectors' 
vision are important visual cues. Of course not every pollinator is attracted by 
the same colors, e. g. butterflies and birds are only attracted to red and yellow 
colors. Additionally, there might be color patterns (e. g. bull's eyes or nectar 
guides) that form a high-contrast exhibit to make the flowers stand out against 
a background of green foliage. Such cues assist a pollinator to "see" the flowers 
and in beginning to concentrate its visits only on those with the same certain 
colors. However, some vectors have limited visual capabilities but an extensive 
ability to find a flower by its fragrance. Thus, flowers produce volatile chemicals 
that diffuse and are carried by air movements through the environment. A vector 
that is able to recognize such a fragrance and fly up the concentration gradient, 
can easily find the next fiower of a particular species. Flowers over time have 
evolved a wide array of fragrances which results in efficient pollinator attraction 
too. Again, different pollinators have different sensitivities to certain fragrances, 
e. g. flowers specialized in attracting flies are famous for their fetid aroma. 

Not imtil a successful fertilization succeeds the pollination, a flower ceases 
to attract pollinators, as there is no need of further pollen grains. 

Rewarding process Nevertheless, attracting poUinators is not fruitful on its 
own, as pollinators usually are intelligent enough to avoid the energy waste 
of behaviors that do not result in some kind of reward. Thus, a flower needs 
to reward an attracted pollination vector so that it will perceive the reward 
as a result of its visit. The vector's intelligence will then allow it to decide to 
visit similar flowers nearby to obtain additional rewards. This is the reason why 
vectors visit only one flower species on a trip. 

While collecting its reward the vector unconsciously picks up and delivers 
pollen grains by its underside. Vectors collect rewards as long as they have 
had enough or they can not find anymore. This remarkable vector behavior 
ensures an effective pollination. The vector's reward can be either nectar, pollen, 
behavior, or some combination of these. Nectar is a carbohydrate rich droplet 
that is used as an energy source for vectors. Hummingbirds, for example, must 
consume vast quantities of nectar to continue their high-energy method of flight. 
Bees collect nectar and evaporate it down to make honey for winter supplies. 
The pollen itself contains protein, starch, oil, and other nutrients. It is far 
richer than nectar in vitamins and minerals too. For bees, the collection and 
consumption of pollen is critical as it is their basic protein supply. Fortunately, 
pollinators on this account are not very careful in cleaning off sticky pollen that 
cling to their bodies. Behavior can also be a reward that gets a repeat visit by 
a vector. The vector must like the experience while visiting and come back for 
more. 
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3 An artificial pollination system 

3.1 Pol l inat ion process properties 

Over the past millions of years plants and insects have evolved a natural, au­
tonomous system that exhibits various useful properties for AC: 

Self-configuration: The evolutionary link between a species and its polli­
nator is responsible for a seamless incorporation of new plants and pollination 
vectors. A plant is incorporated as soon as a linked vector scents its fragrance, 
while as soon as a vector scents a linked fragrance, it is incorporated itself. 

Self-optimization: Vectors carrying pollen faster will collect more reward. 
In addition, flowers providing higher reward will be visited more often. Both 
speeds up the pollination process by different strategies within the components. 

Self-healing: The loss of pollination vectors yields (to a certain extent) to 
no significant disturbance of the pollination process, as other pollinators will 
pick up and deliver pollen grains instead of. The reason is, that flowers produce 
pollen as long as they are fertilized (or their bloom is over before respectively). 

Self-protection: Reward is only provided to vectors that pick up or deliver 
pollen during its visit. Flowers are that structured, that no intruders can receive 
any reward without picking up or delivering pollen as a trade-off. 

Self-adaptation: A plant (species) not adapting its attracting and reward­
ing to the available pollination vectors over the long run will finally die out. Vice 
versa, a vector (species) not adapting its behavior to the specific characteristics 
of the available plants will become extinct either. 

Self-organization: Pollination exhibits all required aspects [13] for a self-
organizing system: It exposes an increase in order - evoked by the attracting 
and rewarding - , is autonomous - it has no external control - , is adaptable and 
robust w.r.t. changes ~ it has no single point of failure - and is dynamical. 

3.2 S y s t e m architecture 

The adaptation of the natural architecture and behavior requires some premises 
necessary for an efficient exploitation of the above pollination process properties: 

(1) A single artificial pollination system represents a finite, natural polli­
nation environment, e. g. a grassland or a piece of forest. The representation 
of the entire nature as a huge, single, and closed pollination system would be 
absurd. (2) Sun, wind and rain come not into operation within the artificial 
pollination system, neither as pollination vectors nor as influencing quantities. 
Thus, pollination is based on "living" vectors only. (3) The attraction of arti­
ficial vectors is based on olfactory cues (fragrances) only, as volatile chemicals 
are representable, see pheromones [14] for example. Visual cues would be non­
sensical in the scope of autonomic computing systems. (4) The rewarding of 
artificial vectors is based on nectar rewards only. It would be counterproductive 
if vectors are allowed to consume picked up pollen. Defining an exiting behavior 
for software components is absurd either. 
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Fig . 1. Meta model of the artificial pollination system 

Figure 1 depicts the meta model of the system architecture of the artificial 
pollination system (APS), that takes the above premises into consideration. 
Plants within the APS are defined by its genera and species . The scientific 
classification of natural plants into genera (e. g. roses or tulips) and species (e. g. 
Redleaf Rose, Gooseberry Rose, . . . ) goes back to Linnaeus [15] and is adapted 
here as well. According to Linnaeus, a genus consists of one or more species, 
whereas a species consists of a plenty of entities (plants). A species may be sub­
divided into subspecies, races, . . . , but this refinement is not mandatory here. 
Linnaeus regarded genera and species as disjunctive sets, what is reasonable for 
biology (a rose is a rose and not a rose and a tulip at the same time). But for 
the APS this disjunction would hold some disadvantages. Thus, without loss 
of generality, we admit a plant to be a member of one or more species, as well 
as a species to be a member of one or more genera at the same time - which 
represents evolution. As a consequence, a natural pollination environment can 
be considered as a special case of the APS. For zoology Linnaeus specified a 
scientific classification too. For the APS we only adapt the hierarchical term 
of order. In this case the natural disjunction remains, i. e. a vector belongs to 
exactly one order at the same time. Due to the fact that the system represents 
a finite pollination environment, the system boundaries are clearly defined and 
the number of plants and vectors is determinable at any time. 

In contrast to the entire plant a flower is only allowed to be of a single 
genus and single species at the same time. From the fertilization's point of view 
the allocation of a flower to a species is not essential in either case. Sometimes 
it is sufficient, if the pollen grain a flower is pollinated with emanates from a 
flower of the same genus, independent of its species, and vice versa. 

A pol len grain within a pol len set is of the same species and genus as 
the flower it is produced by. Note, a pollen grain includes no more information, 
in particular no hint on the flower serving as addresser or addressee for it. 
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A flower possesses a provided and a desired pollen set, each including a 
dynamically changing quantity of pollen grains. This diverges from nature in 
one aspect: A natural flower does not know about the quantity of provided 
and desired pollen grains. The reason for this divergence is the representation 
of fertilization, as the moment of fertilization is responsible for the cessation 
of attracting and rewarding vectors. The APS represents this moment by the 
time a flower provides and desires no more pollen grains. On this account the 
divergence has no effect on the overall process. 

A reward unit within the reward set of a flower corresponds to a nectar 
drop. As experiments (see [16, 17]) have pointed out, that e. g. honey bees 
do not only determine a good food source by the quantity but also by the 
quality of the reward, more precisely by the sugar concentration of the nectar, 
the concentrat ion is attributed to a reward unit. To cover the quantitative 
aspect, we additionally define the constraint that "per picked up or delivered 
pollen grain a vector will receive one reward unit". Thus, the size of the provided 
reward set of a flower is always equal to the current quantity of provided and 
desired pollen grains. Furthermore, a change of concentration affects all reward 
units within a reward set in the same way. 

A fragrance propagates the current reward conditions of a flower and there­
fore consists of all the information vectors need to decide to visit the flower: 
The genus, the species, the reward concentration, and the quantity of reward 
units (for pick up as well as delivery of pollen grains) provided by the flower. 
Additionally, an intensity is attributed to a fragrance, what ensures two nat­
ural aspects: Firstly, the temporal volatility of a fragrance, and secondly, the 
route guide for a vector. Note, like in nature a fragrance consciously includes no 
information on the identity of the emitting flower. A vector follows a fragrance 
because it wants to receive an adequate reward, no matter from which flower of 
a certain species or genus. If the vector scents on its way to this flower another 
fragrance with better conditions, the vector may follow this new fragrance. 

A vector is a pollinator for only one or a few genera and can only pick up or 
deliver pollen grains from flowers of these genera. This represents the natural 
fact that not all vectors serve as a pollinator for every genus, but only for 
elected ones - flies will not pollinate roses for example. Furthermore, a vector's 
capacity limits its ability to collect innumerable quantities of reward units 
(and pollen grains) - just like in nature. There, a bee, for example, that is full 
of nectar, has to fly back to its hive and deliver the collected nectar as honey 
before being able to collect further nectar. As hives are not directly part of 
the APS, we define the constraint that "per delivered pollen grain a vector may 
consume two reward units" to free its capacity again. This coerces a vector with 
no available capacity, first to deliver a few or all of its picked up pollen grains 
and to consume the respective amount of reward units, before picking up any 
further pollen grains. As the genus and species of the first collected reward unit 
of a vector predefine the only species to be visited on the trip (like in nature), 
the end of a trip is represented by the moment a vector has collected no more 
reward units. This is the time when all picked up pollen grains are delivered. 
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4 An autonomous aircraft handling system 

To illustrate the utility of pollination for Autonomic Computing, we use the 
artificial pollination system for an autonomous aircraft handling system, that 
may help to reduce the ground control management efforts at airports in future. 
Therefore, consider the model depicted in figure 2, which represents an instance 
of the meta model in figure 1, and visualizes the mapping between APS elements 
and real aircraft handling entities at an airport. 
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Fig. 2. Instance model of an autonomous aircraft handling system 
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To simplify matters, this instance model shows a flattened aircraft handling, 
where only two ground services, baggage handling and fueling, are required. 
Thereby each ground service is mapped on a genus. Flight numbers of arriving 
aircrafts, e. g. LH 457, AC 874, . . . , each are mapped on a species, whereas the 
aircrafts themselves become a plant. Aircraft facilities, here the baggage center 
and the tank farm, are mapped on plants too. Flowers {hatches, conveyor belts, 
and dispensing heads) emit radio signals as fragrances, that attract ground 
vehicles (mapped on vectors) of a certain vehicle type (mapped on orders), e. g. 
here baggage trains or fueling vehicles. Just like in nature, such an attracted 
vector carries the pieces of luggage or liters of kerosene (mapped on pollen 
grains) from the provided pollen sets of flowers (here the freight by arrival 
ArrFreight, the baggage set and the fuel set) to the desired pollen sets (here 
the freight by departure DepFreight and the fuel by departure DepFuel) and 
hence are rewarded by the flowers with money (mapped on reward units) of the 
provided reward sets (mapped on the supply of money) of every flower. 

Beneath this theoretical mapping, the AC reference architecture has to be 
applied, to make the autonomous aircraft handling work. Thus, every real entity 
(airport facilities, aircrafts, vehicles, . . . ) is represented as a managed resource 
and equipped with a touchpoint as a management interface. On top of these 
touchpoints autonomic managers, e. g. software agents, are placed, that assume 
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the corresponding role and behavior that are assigned to each resource by the 
mapping above. By these mappings and applications the aircraft handling pro­
ceeds in the same autonomous manner as the pollination process in nature and 
thus can make use of all the self-* properties identified in subsection 3.1, what 
may reduce the management efforts by ground controls. 

5 Conclusion, open issues and outlook 

This paper pointed out, that pollination is not only an important step in the re­
production of seed plants in nature, but also serves as a biological paradigm for 
future autonomic computing systems due to its properties implied inherently. 
This was accomplished by an adaptation of the natural pollination process 
between plants and insects as well as the corresponding sub-processes. The re­
sultant artificial pollination system and its meta model respectively now enable 
the exploitation of these natural properties for the self-management of future 
systems, in particular the self-configuration, self-optimization, self-healing and 
self-protection of these systems. The future practical value of this paradigm was 
demonstrated by an example application for an autonomous aircraft handling 
system. 

Nevertheless, the presented meta model provides no blueprint for all kinds 
of future autonomic computing systems. A domain-specific application requires 
a possible mapping of plants, flowers, fragrances, pollen grains and vectors on 
appropriate entities that are desired to run or perform a task autonomously. 
Beneath autonomous aircraft handling, one can think of autonomous manu­
facturing control, where robots (vectors) carry workpieces (pollen grains) to 
product machines (plants), or high rack warehouses with a similar behavior, 
for example. Of course these application scenarios already today run automati­
cally, but not inevitably autonomously. By virtue of these versatile applications, 
a mid-term objective will be to expand the pollination system to an autonomic 
middleware for suchlike application domains. 

However, this objective brings several open issues about. One issue is the 
management of the global system behavior by high-level policies. This requires 
knowledge about the correlations between the global system behavior and the 
local behavior of single components, in particular how to control emergence. 
Further issues are novel and enabling technologies supporting the intended APS 
behavior, like Semantic Web and Semantic Web Services, Grid, P2P, or multi-
hop ad-hoc sensor networks. 

Thus, the next step will be the implementation of an APS simulation. This 
may shed light on alterable system parameters, as the optimal relationship 
between the immber of plants, flowers, and vectors, a flower's fragrance emitting 
frequency and the intensity (decrease) of a fragrance as well as the reward 
unit concentration adjustment. This enables an evaluation of the scalability, 
efficiency, robustness and low-latency of the APS and may help to meet some 
open issues. 
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Abstract. We propose an architecture which supports the behavioral 
self-optimization of complex systems. In this architecture we bring to­
gether specification-based reasoning and the framework of ant colony 
optimization (AGO). By this we provide a foundation for distributed 
reasoning about different properties of the solution space represented by 
different viewpoint specifications. As a side-effect of reasoning we prop­
agate the information about promising areas in the solution space to 
the current state. Consequently the system's decisions can be improved 
by considering the long term values of certain behavioral trajectories 
(given a certain situational horizon). We consider this feature to be a 
contribution to autonomic computing. 

1 Introduction 

The main target of our research consists in the definition of an architecture 
which supports the integration of reasoning and optimization thus enabling 
autonomic systems behavior. We take our starting point in the introduction 
of concepts for the knowledge-based fuzzy specification of various systemic as­
pects (extending our results from [1]). We show how it is possible to inex­
pensively check the conformance of these properties by traversing the solution 
space. These traversals of the solution space are performed by ant colonies. Ar­
eas of the solution space which are promising w.r.t. to a certain specification are 
marked with numerical information (frequently called trail). This information 
is propagated to the current state where it can be exploited for the optimiza­
tion of behavior. Since there are multiple aspects of systems behavior which 
are examined by ant colonies different sorts of trail have to be evaluated in the 
process of decision making. As we will see this task is performed by an entity 
referred to as the queen. 

In this paper we propose a hybrid architecture which integrates knowledge-
based modeling [2], automata-based techniques of reasoning [3] with ant colony 
algorithms [4] in order to enable intelligent behavior of complex systems. In 
order to give specific support for robustness of reasoning and behavior we rely 
on fuzzy concepts for knowledge representation and reasoning. 
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After firstly giving a brief introduction to our usage of fuzzy description 
logics (in Section 2) we discuss a simplified application scenario (Section 3). 
The semantic and algorithmic aspects of reasoning are described in Section 4 
and 5. The architectural integration is discussed in Section 6. 

2 Fuzzy Description Logics 

For the fuzzification of description logics fuzzy sets [5] are introduced into the 
semantics instead of the crisp sets used in the traditional semantics (cf. [2]). 
For more detailed discussion of these issues cf. e.g. [6, 7]. 

If C is a concept then C^ will be interpreted as the membership degree func­
tion of the fuzzy concept C w.r.t. X. Thus if d G A^ is an object of the domain 
A^ then C^{d) gives us the degree of being the object d an element of the 
fuzzy concept C under the interpretation X [6]. For some selected constructors 
which were considered for description logics the interpretation function -^ has 
to satisfy the following equations: 

T^(d) = 1 

L^{d) = 0 

(C n Df{d) = min{C^[d), D^{d)) 

(C U DY{d) = max{C^{d), D^{d)) 

{-.Cf{d) = 1 - C^{d) 

{3R.Cf{d) = supa,^A^{min{R^{d,d'),C^{d')} 

(3T.Cf{d) = supa:^A^{min{T^{d,o),C^(o)} 

(qR.Cfid) = {d\d e A^, \{d'\R{d, d') > 0}| > q} 

{modqR.Cf {d) = {d | de A^,mod{\{d'\R{d,d') > 0}|) > q} 

{{qu...,qn)R.C^{d) = {d\deA^,yie{l,...,n},#i{R{d,d'))>qi} 

Remarks. In addition to roles we also support functional roles T which are 
needed for the integration of fuzzy concrete domains AD (with o £ Ap). We 
support a very simple style of quantifications allowing the use of positive rational 
numbers q or fuzzy modifiers mod (defined by piecewise linear membership 
functions). In addition we support a construct of tuple-valued cardinality which 
will be used to represent quantification concerning different aspects. As we 
will see such tuples contain global numerical information from different sources 
(commonly referred to as trail). 

From Suhsumption to Conformance. Deviating from common approaches based 
on description logics we do not focus on model-based reasoning about equiva­
lence or subsumption. This is the reason why we do not rely on tableaux-based 
reasoning and thus do not have to face the resulting computational complex­
ity (cf. [2]). In contrast we propose a syntax-directed approach for reasoning 
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about the conformance of specifications. Specifications concerning different as­
pects of systems behavior are compared with the specification of the solution 
space. As we will see this is done by colonies of artificial ants. The require­
ments related to conformance are represented by sets of constraints describing 
morphisms. This approach is heavily influenced by [8]. 

3 Fuzzy Specifications 

In this section we describe a simple example which we use to illustrate some 
characteristics of our approach. We apply fuzzy terminologies to the description 
of locations in sensor networks (cf. [9]). We use this concept as a high-level ab­
straction since in many cases it does not make sense to address the individual 
components of a sensor network explicitly. Alternatively such systems provide 
the transparent access to data from interesting places (without having to men­
tion individual components). Similar arguments and more details about sensor 
networks can be found in [10], 

A terminological description of a location is shown in the following (simpli­
fied example): 

loc-wl-xyz = 1.0 contains.Sensorl nO.7 contains.Sensor2 n 
0.6 contains.SensorS 

Sensorl = Benergy.^j n 3water-level.=8.5 
Sensor2 = 3energy.=.8 n 3water-level.=9.i 
SensorS = Benergy.^.g n 3water-level.=8.9 

As an example we introduce a terminological description of a simple location 
which contains three individual sensor components. The containment relation 
contains is quantified by a relevance value of the specific sensor component in 
the actual location. Note that this value is taken from the interval [0, 1]Q. For 
the sake of our example sensor components contain data describing the current 
energy level and data concerning the water level. Note that the relations energy 
and water-level have to be treated as functional roles containing objects which 
represent concrete domain values (cf. Section 2). 

Scenario. For the sake of this presentation we assume that the system has 
to decide which location it prefers in order to retrieve information in a given 
situation. Thus the solution space in this scenario contains various behavioral 
alternatives which each corresponds to the choice of an individual location. 
Obviously the quality of a solution is determined by parameters like relevance 
and energy-level. In our approach ant colonies have the task to retrieve this 
information (related to these two different aspects) and to mark the trajectories 
which conform best to their viewpoint specifications. 

Viewpoint Specifications. In order to gain interesting information about the 
current situation different viewpoint specifications are checked throughout the 
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solution space. These specifications may concern different aspects like availabil­
ity of energy, like relevance or like flooding. 

high-energy = Most contains.energy(High) 
high-relevance = Most contains.Sensor 
flooding = Most contains.water-level(High) 

Each of these three viewpoint specifications describe a criteria whose value 
is important for the systems decision making. Note that in such specifications 
we can use fuzzy terms like most and high. While most is defined in terms of 
fuzzy role quantification high is defined on concrete domain values of energy. 
Note that we are able to formulate less restrictive (and more robust) constraints 
using fuzzy concepts. In our framework such specifications are associated with 
colonies of ants which traverse the solution space (within a certain horizon) and 
check accessible paths for their conformance w.r.t. a certain specification. 

4 Semantics 

In the following we will extensively use the fact that we can consider specifi­
cations as tree-like term structures. For example both the systems specifica­
tion as well as the viewpoint specifications can be represented in such a way 
(cf. Figure 1). We propose a syntax-directed approach for reasoning about fuzzy 
conform,ance which is based on the concurrent traversal of trees. Note that the 
promising paths in the solution space are marked with their value of confor­
mance as a side-effect of reasoning. 

1.0 contains 

I Sensor1] 
w-level 

loc-wl-xyz 

. 0.7 contains 1^ 

(Sensor2| 
level I 

0.6 contains 

SensorS 
-level 

I energy] | energy] [~~ 

Qss] [QT\ fgT] fas] [m\ 
energy]^ 

.891 foie I 

high-energy 

Most contains 

[ Sensor J 

energy 

"high] 

Fig. 1. Tree-like Representations of Specifications 

Observations and Experiments. Intuitively, we say that two specifications are 
conform (to a certain degree) if they support similar observations and experi­
ments. Observations and experiments on fuzzy specifications are described by 
fuzzy transition systems (FTS). 

signature FTS 
obs: X X T ^ [0, 1]Q 

next: X x T x X ^ [0, 1]Q 



Towards Distributed Reasoning for Behavioral Optimization 69 

In the signature of the transition system we can see that the observation and 
transitions functions are multi-valued. In fact we are interested in observations 
(whose content is represented by a fuzzy terminological concept) which hold to 
a certain degree. On the other hand we want to know which costs are coupled 
with a certain state transition (triggered by a terminological role). Thus the 
apphcation of the transition function next yields a result which corresponds to 
the (fuzzy quantification) of the role term which is used as parameter (frequently 
referred to as costs). 

Fuzzy Morphisms. In order to get a foundation for the notion of fuzzy confor­
mance we rely on the notion of fuzzy morphism (cf. [11]). 

Definit ion 1 (Fuzzy Morphism on F T S ) . A fuzzy morphism f between two 
fuzzy transitions systems Ai and A2 is given by: obs2{T) < obsi{f{T)), and 
next2(,X2,T,X;,) < next^{f {X2), f {T) J{X'2)), 

X2 xT-

obs2 

[0, 

/ f X id 
• X i X r X2XT X X2 "Xi xTxXi 

o b s i a n d n e x t i 

•[0,1] [o; i ] -

nex t2 

•[0,1] 

Fig . 2 . Fuzzy Homomorphism on Signatures 

Note that we sometimes assume (in Figure 2 and elsewhere) that both spec­
ifications use the same terminology T, We interpret positive differences between 
observations as conformance values (e.g. obs2{T) — ohsi{T)). As a side-effect of 
reasoning the solution space is annotated with these values. In the following 
we heavily rely on an operational interpretation of these morphisms. For more 
details concerning this approach cf. [12]. 

5 Reasoning 

In this section we heavily use the argument that morphisms can be mapped on 
bisimulations between automata (cf. [13]). We construct an automaton whose 
purpose is to recognize such bisimulations between two fuzzy tree automata. 
Such an automaton is called tree tuple automaton [3]. For the description of 
transition rules we use concepts from membrane computing (cf. [14]). 

Membrane-Based Tuple Tree Automaton. Intuitively the automaton checks 
whether the systems description D supports the same experiments and ob­
servations as a certain viewpoint specification S. If there are multiple exper­
iments necessary copies of the automaton are created for every experiment. 



70 Michael CebuUa 

We exploit the characteristics of membrane computing and its computational 
properties for the creation and handling of multiple copies of tree automata. In 
our proposal the automaton for the recognition of bisimulation is implemented 
as a rewriting P-system (on structured objects) (cf. [14]). In this formalism 
we can use embedded membranes in order to articulate the tree-like structure 
of a term. In addition membranes contain multisets of terminal symbols or 
other information (e.g. trail). Consequently we can define transition rules for 
the processing of expressions using the paradigm of multiset rewriting. While 
(atomic) concept expressions are represented by molecules role expressions (and 
their cardinalites) are encoded in membrane labels. In order to deal with fuzzy 
expressions we support rational cardinalities of multisets. For more details on 
our usage of P-systems cf. [12]. 

Def in i t ion 2 ( P - s y s t e m for B i s i m u l a t i o n ) . A P-system for bisimulation is 
defined as a tuple PBS = {T, jJ-, w l , . . •, Wm, Ri, • • • Rm), where T is a terminol­
ogy and fjL = [O[D\D[S\S\O is the initial configuration (of the membrane struc­
ture). 

While the membrane [D]D represents the systems description [s]s contains a 
viewpoint specification. Intuitively in each step of the simulation the necessary 
observations and experiments are drawn from the viewpoint specification (by 
obss and nexts) and then apphed to the systems description (by obso and 
nexto)- For simplicity we assume that both automata (and both specifications) 
use the same terminology T. 

The behavior of the automaton is defined by the following rewriting rules: 

1. Atomic Concepts A E T : 

[[DX]D[sA[Qa]Q]s] -^ [[DX,tf]D[s[Qa]Q[s], when obsD(A) > obs5(A) 

Note that a molecule representing the conformance value d is introduced 
into the systems specification per side-effect. Intuitively the molecule t (for 
trail) is related to the i th viewpoint specification and represents a rational 
conformance value d. 

2. Basic Roles Q e T : 

[[DX]D[s[Qa]Q]s] - [[Deinn-lhl{tf)]n[sa]s], 
when next£)((5) > nexts{Q) 

These rules describe a test concerning the costs of transitions. Thus by a 
call to nexts we can retrieve the transitions which have to be supported 
by the system's description D in order to stay conform to the specification. 
Again trail is left when conformance is detected. We use the operation ann-
Ibl to introduce the molecule representing the trail information into the 
tuple-valued quantification of the membrane-label (not explicitly shown in 
the rules). 
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For the treatment of the constructors from fuzzy description logics the fol­
lowing rules can be used (selected examples). Note that the operators have 
to be treated according to fuzzy semantics (cf. Section 2). 

[DX]D[sAr\B]s] 
[DX]D[S3Q.C]S] 

[[n[[DX]D[3A]s][[DX\D[sB]s]h] 
[LJis{i,...,fc}[i[n[Dnext']i5[sQ]s 
[DnexV]D[sC]s]n]i], 

In the rules for the processing of quantified role expressions (involving 
atomic roles) the terms labeled with i have to be created for each i £ [1, fcy] 
where kx is the branching factor of the tree. Intuitively this corresponds to 
the creation of a copy of the automaton for each role filler of Q. next^ are 
procedures for the exphcit navigation in trees (retrieving the i th subtree 
of the current node). As we will see the fuzzy semantics of the operators 
controls the propagation of trail. 
The treatment of numeric quantification is similar to the treatment of quan­
tification described above. For each role filler a copy of the automaton is 
created. 

[DX]n[sqQ-C]s] 

[DX]D[smodgQ.C]s] 

[Uie{i,...,k}[i[n[DTaex.V]D[sQ]s 
[Dnext']u[sC]s]n]i] when #DQ > q 
[^ie{i,..,,k}[i[n[Dnext'']D[sQ]s 
[£)next']i3[sC]s]n]i] when mod{#DQ) > 9 

Example. While comparing the specifications from our example the situation 
in Figure 3 is constituted at some point. On the left hand side of the transfor­
mation we see that experiments concerning most contains are prescribed by the 
specification. Since there are three such experiments possible on the system's 
description three copies of the automaton are created. Then the experiments 
concerning contains are initiated concurrently (as shown at the right hand side 
of the rule). For this mechanism we rely on the fact that membrane division is 
a common and inexpensive operation in membrane computing (cf. [14]). 

' obs(loeatlon) 1 

L n —J 

^ flooding 

1 Senear 1 High | 
1 L energy J 

^ . 

N 

/ 

High 
^ enemy ' 

V Mott contains _ 

Fig. 3. Example: Behavior of Tuple Tree Automaton 



72 Michael Cebulla 

Trail Propagation. In the final phase of reasoning about the conformance of a 
viewpoint specification the information represented by the trail is propagated. 
For this sake the numerical information is treated lilce a synthesized-atthhute 
in attributed grammars (cf. [15]). Intuitively the information about promising 
locations in the solution space is propagated to the the current state thus increas­
ing the quality of the system's decisions. Again we exploit some characteristics 
of membrane computing for the reactive propagation of this information. 

' ' t' I [ tJ 
1.0 contalna ' 0.7 eonlaJna 

AND — 

I Sensor j I Sensor I I Sensor I 

«' J ' M «' J 
^ 1.0 contain ^ '^ 0.7 contain* ^ ^ 0.6 conlalnt ^ V>, 

Fig. 4. Example: Trail Propagation 

In the example transition in Figure 4 we can see how trail information 
is propagated bottom-up through the membrane hierarchy. The rules for the 
propagation are determined by the semantics of the operators (in this case n) . 
According to Zadeh's logic the value of / is defined as the minimum of i,j, k. 

6 Distributed Reasoning 

We propose an architecture for the integration of high-level modeling, auto­
mated reasoning and ant-colony optimization. Our goal is to propagate infor­
mation about valuable places in the solution space in order to support decision 
making in the current state. Generally we propose that systems rely on solu­
tions found by ant colonies during normal situations while they have to depend 
on default values for their decision in highly dynamic situations (represented 
by so-called myopic heuristic information, cf [4]). 

Integration. In order to collect additional information about the long-term val­
ues of behavioral alternatives ant colonies iteratively traverse the accessible 
trajectories. A given ant colony is embodied by a fuzzy tuple tree automaton 
as discussed in the previous sections. Note that tree automata are copied into 
multiple instances while examining different branches of a tree thus keeping the 
correspondence to the metaphor of ant colonies. Since we use fuzzy morphisms 
in our framework we assume that ants leave large amounts of trail on traces in 
the systems state space where the conformance to their specification is strong. 
The global choice between these solutions is performed by the queen. Note that 
the marked traces in the systems behavior can be considered as trajectories 
in an n-dimensionary hypercube. Unfortunately we cannot discuss the issue of 
trail evaporation [4] due to space limitations. 
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Example. In a simplified example we consider the situation that the system 
(represented by the queen) has to choose between two locations. Obviously 
at first sight it is not possible to decide which group of sensors to use (since 
heuristic information about the costs - as represented by attribute def ~ are 
equal concerning both alternatives). 

select-first \ / select-second 
[def".3, rel».6. eng=.4] / ^ ^ ^ ^ ^ ' ' ' ^ ^ [dBf=.3, rel=.9, eng".B] 

/ StatB-2 \ 

Fig. 5. Example Situation 

We assume that the ants examinations (concerning relevance and energy) 
resulted in the values shown in Figure 5. Consequently it is the queen which 
has to infer the best alternative from the available information. For this sake we 
define the queen as a tree tuple automaton which performs a simple version of 
multi-criteria optimization: the queen always selects the behavioral alternative 
which is marked with the greatest global value (depending on environmental 
parameters). Note that for simphcity we assume a non-fuzzy decision behavior 
of the queen always resulting in the choice of exactly one behavioral alternative. 

[{a,f3){{so,si,S2)Ai]{so,si,S2)AA{to,ti,t2)A2]{to,ti,t2)A2]{a,0) ^ U i • • - I A I 

when maxi^2{si) > maxi^2{ti) and a > /? 

[{a,/3)[{so,suS2}Ai]{so,si,S2)Ai[{to,ti,t2)A2]{to,ti,t2)A2]{a,0) ^ * U i • • - J A I 
when So > to and P > a 

For the sake of example we give two rules which describe the queen's decision 
making in our scenario. We encode the information about trail into membrane 
labels. The first rule describes how behavioral alternative Ai is selected on the 
basis of trail information (represented by i i , ^2, Si, S2)- The global parameter 
a denotes the weight of trail information (during normal environmental con­
ditions) while (3 contains a high value when the situation is highly dynamic. 
This case is described by the second rule where also Ai is selected but this time 
on the basis of heuristic information (contained in so,to)- Remember that trail 
information tends to be useless in the presence of environmental changes. 

7 Conclusion 

Our motivation in this paper is directed towards an architectural integration 
of high-level knowledge-based modeling, of automated reasoning and of tech­
niques for local optimization in order to support context-aware behavior in 
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autonomic systems. For this reason we propose to use colonies of artificial ants 
for the exploration of the solution space of complex systems. In this framework 
we support distributed and robust reasoning about high-level specifications. 
Knowledge about the systems properties is diffusing through the solution space 
thus supporting decentral and distributed forms of decision-making and control. 
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Abstract. This paper presents a basic and an extended heuristic to 
distribute operating system (OS) services over mobile ad hoc networks. 
The heuristics are inspired by the foraging behavior of ants and are used 
within our NanoOS, an OS for distributed applications. The NanoOS 
offers an uniform environment of execution and the code of the OS is 
distributed among nodes. 
We propose a basic and an extended swarm optimization based heuristic 
to control the service migration in order to reduce the communication 
overhead. In the basic one, each service request leaves pheromone in 
the nodes on its path to the service provider (like ants leave pheromone 
when foraging). An optimization step occurs when the service provider 
migrates to the neighbor node with the higher pheromone concentration. 
The proposed extension takes into account the position of the node in 
the network and its energy. 
Realized simulations have shown that the basic heuristic performs well. 
The total communication cost in average is just 40% higher than the 
global optimum. In addition, both heuristics have a low computational 
requirement. 

1 Introduction 

Distributed systems running on MANETs (mobile ad hoc networks) open a 
new spectrum of applications but also bring new challenges. Many interesting 
applications in this domain consist of collaborative distributed tasks among 
geographically dispersed nodes. However, for a good resource utilization and for 
an adequate development of such distributed applications, the support offered 
by an operating system (OS) is important. The OS manages the hardware 
resources and offers a common system call interface in each node simplifying 
the application development. 

The objective of this paper is to introduce a basic and extended heuristic 
for service distribution used in our OS. NanoOS is a complex, innovative OS 
for resource constrained embedded devices able to establish an ad hoc network. 
The code of the OS is distributed among the wireless nodes in order to fit into 
the small nodes. 

Please use the following format when citing this chapter: 
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As the OS components (services) are distributed, adapting automatically to 
dynamically changing conditions by changing the distribution of functionality 
across the ad hoc network is an important issue in our system. This adaptation 
should also help to reduce the overhead and the energy consumption. For this 
propose, we develop an distribution and migration algorithm based on swarm 
intelligence which tries to reduce the communication among different nodes of 
the system. As processing speed usually is orders of magnitude higher than 
communication speed, this also affect positively the global performance of the 
system. 

2 Related Work 

The academic system called MagnetOS [1] offers a distributed Java virtual ma­
chine that provides an automatic migration of elements of the system trying 
to maximize total application lifetime by utilizing power more efficiently. The 
migration mechanisms have some similarities with our ant-based migration al­
gorithm but different from our approach, it neither considers the resource avail­
ability in the nodes nor the link quality. 

Our problem of placement and migration of the OS services to different 
nodes is very similar to a global scheduler that decides where the processes will 
be executed in a distributed system. 

The static scheduler makes the decisions just with information available at 
compilation time. There are several theoretical analysis of the task assignment 
problem. Some approaches consider a graph formed by system nodes together 
with tasks as vertices and communication costs together with execution costs 
as edges without considering a multi-hop network topology ([2, 3, 4]). Other 
research deals with multi-hop networks with a complex topology ([5, 6, 7, 8]). 

In our approach, we are using a dynamic distributed non-cooperative 
scheduling strategy, i.e., the current state of the system is used in order to 
drive the migration. Moreover, each service is an autonomous agent that de­
cides itself when to migrate and to which node. 

In the area of dynamic distributed scheduUng algorithms, there are a lot of 
approaches that try to share the load of networked nodes among them ([9, 10]). 

Although the algorithms are distributed, they do not take in account the 
topology of the network. Moreover, movement of nodes is not considered. 

3 Overview of the NanoOS 

Our system is composed of three main components: the hardware, the OS and 
the application running on top of it (see Fig. 1). The hardware platform consists 
of a set of distributed mobile nodes, each one with small processing unit, limited 
memory and wireless adapter. Our NanoOS runs on top of such an architecture 
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and provides the adequate set of services to the apphcation. Besides the tradi­
tional OS services , the NanoOS provides a set of special services to support 
the distributed processing, like migration and distributed synchronization. 

In our OS, each application is composed by a set of tasks. The OS provides 
a uniform and remotely available system call environment even with movement 
of nodes (and connections being broken). 

For the purpose of reducing the per node OS footprint and to enable the 
execution of a rather complex OS in very hardware constrained nodes, the 
NanoOS distributes the services among the nodes. Each node of the system has 
just a small part of the services of the complete OS; a group of nodes together 
form an instance of the OS. At any instant of time one node may connect and 
use a service residing in another node using a remote method invocation (RMI). 

The Figure 1 presents an overview of the system. The tasks from applications 
use services of the OS. In order to reduce the resource requirement in each 
node, the services are shared among different application tasks executed in 
other nodes. 

The services and tasks can migrate in order to optimize communications. 
Moreover, the same migration mechanisms used by the OS services are also of­
fered for application level tasks. Apphcations' tasks can offer services to others 
and may also automatically migrate. For sake of simplicity, we will speak from 
here on simply about migration of services. The main contribution of this paper 
is the algorithm presented that is responsible to assign dynamically the OS ser­
vices (or tasks offering services) to nodes trying to minimize the communication 
overhead. 

4 Service Distribution Using Swarm Optimization 

After a service discovery phase (not described here), a communication between 
the node of the application task and the node hosting the service is set up. 
We now assume a situation where tasks distributed in the system are commu­
nicating with services which are distributed as well. A single path routing is 
responsible for finding a good route between the nodes. 

Application Tasks Services Ad Hoc network 

^p--<useH I 

jASsigmenr 

Pig. 1. System overview 
Fig. 2. Pheromone based service distribution 
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The objective of the service distribution is to change the location where 
the services (and mobile tasks) are executed (migrating them) during runtime 
trying to minimize the communication overhead. 

There are possible constraints to the movement of the objects: only to a 
direct neighbor (1 hop); within a neighborhood (k hops); or unbounded (infinity 
hops). In this paper we are just considering 1 hop movements. 

4.1 Load and Communicat ion Mode l s 

To support the migration/reconfiguration process, the load of the hardware and 
the communication pattern are important information and have to be exposed 
to the OS. For this paper, a simplified load model, just considering the amount 
of local free memory is used. 

In order to model the communication, we create a link metric called virtual 
distance and is represented by D{u, v) {d and v are nodes). It ranges from F to 

r + A: 

D{u, v) = r + A-{l~ (5f„,„) • /f„,„) . d/„_,) • el^^^)^^TATTZ) (1) 

The used metrics are the error rate: e(^u,v) ^ [0,1] (0 means 100% of error 
rate), the live time: l[u,v) € [0,1] (this metric varies according the relapsed time 
of the link, 0 means new link), the delay (correlated with queue): (i(„_„) £ [0,1] 
(0 means maximum delay, 1 means minimum delay) and the RSSI (received 
power): Su,v) £ [0,1] (0 means no reception signal). 

a, (3, 7 and (, define the weight of each metric in the geometrical mean. 

4.2 Basic Heurist ic for Service Distr ibution 

In our approach we are optimizing the position of the services of the system 
through migration, i.e., we try to find the optimal configuration where the 
communication overhead caused by the remote requests is minimized. In order 
to solve this online discrete optimization problem, we decide to use an ant 
inspired algorithm that is described in this section. It is relatively simple and 
has shown good performance. 

The system is represented by the graph G = {V, E) with nodes V and 
bidirectional links E. The nodes correspond to the physical devices and the 
links to the wireless connections. The links are weighted with the virtual distance 
metric. Additionally, each service instance i € / is of a type p & P. A task a € A 
has no type. We will use the word service and task to denote a service instance 
and task instance. Each requester r e {I U A} (requester can be services or 
tasks) of a service i e I has a service state 5^. A node v e V has a pheromone 
table Py = \p^si]re{iuA},iei- This pheromone level represents the request rate 
(and traffic) made by the requester r to the service i that are crossing the node 
V. In our approach, all nodes are responsible for service distribution, since each 
node's evaluation is based on its local view. Moreover, the needed information 
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is constantly changing, due to frequent pheromone updates so that transferring 
the decision to just certain nodes would incur an high additional communication 
overhead without efficiency gains. 

Using an analogy with the ant foraging behavior [11], the services in our 
approach are the equivalent of the food source. The calls made by the requesters 
are the agents (or ants) and the requesters are the nests. The wireless links form 
the paths which the ants can use for movement. While the requests are being 
routed to the destination service, they leave pheromone on the nodes. 

The pheromone tables in each node are updated according to the equation 

Psi.V' + ^) = —Wsnih)—' '^here the Sp{h) is the variation of the pheromone and 
it is a function of the size of the packet. 

In defined time intervals, each service evaluates whether it should migrate 
to another node in order to improve the communication (reduce the overhead). 
This neighbor is selected using the following method. 

Let V £ V he the local node of the service i € I, d £ V is the destination 
node of the service and Ny,v e V is the set of neighbors of v. 

bi ,= ^^e{^u^}P^i .2) ei = max{bl^a),deN, (3) 

l^yeN^ 2^xe{iuA}Psi, 
bl^ii (eq. 2) represents a force between [0,1] that the service i migrates 

form node v to node d. The selection of the final destination node ê  G F of the 
service i is made simply using the expression 3. 

The migration process is initialized when the sum of pheromones of some 
neighbor exceeds a threshold value 0. 

In Fig. 2, a scenario with six nodes is shown. In this scenario, node 1 has 
the task a tha t accesses the service A in node 3. At the same time, tasks f5 and 
7, located in the nodes 5 and 6 respectively, are also using the service A. Let's 
assume that the pheromone related to the connection a ^ ^ in the node 2 is 
PIA = 0.3, the pheromone of the connection /3 —> A in the node 4 is p t ^ = 0.2 

and the pheromone of the connection 7 —> A is p t ^ = 0.2. According to equation 

2, the force attracting this service to the node 2 is & _̂,2 = Q 3_|_O'2+O 2 ~ 0.428 

whereas the force attracting to node 4 is b^_^^ = Q 3+^2+^0 2 ~ 0.571. This 

means that the service A will migrate to the node with higher total pheromone 

level, i.e., node 4. 

Direct ion Extens ion In this section, an identified problem caused by the 
greedy nature of the presented algorithm is described and a solution is proposed. 
The problem occurs when more than one nearly located tasks request the same 
service, but due to the routing algorithm, the requests use different paths. An 
example of such situation is depicted in Fig. 3. This situation can only occur if 
there are more than two requesters using the same service. It is more likely to 
occur when the service is located in a node-dense area of the network. 

In Fig. 3, the tasks a, /? and 7 are accessing the service A in node 3. The 
total communication cost C can be calculated using the eq. 4, where A is the 
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#1 #A 

C = ^ ^ B{ak,ii) • D{Q{ak), Qiii)) 
k=l 1 = 1 

(4) 
Fig. 3. Instance that results in wrong 
migration 

set of application tasks: A = {ai, 02,..., a ^ } and / the set of service (instances) 
of the system I = {ii,i2, •••,in}-

The function B{am,in) > 0 gives the average bandwidth utilization by the 
requests made by the task am to the service i„. The function Q : AU I ^> V 
maps the tasks and services to the hosting node. The objective function of the 
service distribution heuristic is to find the assignment function Q tha t minimizes 
the communication cost C (and therefore minimizes the energy consumption, 
assuming that communication is a major energy consuming operation). Our 
problem is a special instance of the QAP {Quadratic Assignment Problem), 
where instead of Euclidean distance between points, the sum of the virtual 
distances of the routed path is used {D{v, w), where w, w E F ) and the cost is 
given by the bandwidth utilization {B{a, i), where a £ A and i e / ) . It is known 
that the QAP is an NP-hard problem [12]. 

Returning to our example (Fig. 3), as the average bandwidth utilization 
is proportional to the pheromone deposited in a node inside the used path, 
the total communication cost in this case is 16.2 (calculated using eq. 4). As 
the pheromone in the node 2 is higher than in the nodes 4 and 5, the next 
step of the basic algorithm would be to migrate the service A to node 2. Here, 
the communication cost is 17.4. This result shows that the heuristic selects 
the wrong node to migrate to, increasing the total communication cost. This 
happens because of the lack of information over not directly connected parts 
of the network. The main idea of the improvement is to migrate the service 
not to the neighbor with the biggest amount of requests (requests we call also 
flow) but to the neighbor whose flow (request traffic) is crossing near to nodes 
that are in flows from other requests to the same service. If the defined metric 
(virtual distance) has (geographical) norm properties, this will be equivalent to 
migrating the service to the geographical direction where the highest amount 
of requests is coming from. Two requests coming from task a and (5 (see Fig. 
3) are transversing neighboring nodes in order to reach A, thus, they should 
attract the service instead of 7. 

In addition, the new migration heuristic is based not just on the pheromone 
level to drive the migration of the services, but also on a "potential goodness" of 
each node to receive highly loaded services and the energy level of the nodes. The 
"potential goodness" ?7„, measures how appropriate it is for node v to receive 
service i, i.e., whether the node is central in the network and the service i is 
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a highly required one. If the complete network would be known by each node, 
the centrality could be measured by the sum of the distances to every other 
node. The idea of the potential goodness is that services with high flow are 
coupled with high probability to locations with good connections to others. 
Just using this rule, it is possible to obtain good (but not optimal) placement 
of the services in the network [11]. 

Definitions and heuristic description: 
Like in basic heuristic, each node has just local information, we define ?7„i 

where v e V, i £ I and 0 < »7„i < 1 in eq. 5. 

D{v,g) . , , . . , . b' = t^^--''^'' • t'^'^']^ • t^'' 

g€N„ 
.r • [•n.if • [E.V 

(6) 

ieiv„ 

where A^„, v € V the set of neighbors of v and 5 > 1 gives the importance of 
the number of neighbors, and Dmax gives the maximum allowed virtual distance. 
h{i) : 7 —> [0,1] returns the current request load (how much traffic) that service 
i is currently serving (where 0 means the service is idle and 1 means full load). 
The energy of the node is given by Ey and Q < Ey <\, where 1 means full and 
0 empty. 

In addition to the already presented pheromone table P^, that stores the 
rate of requests that are crossing the node w, there is a second table Fy that 
stores the information about the flows that are occurring in the neighbor nodes. 
Fy{S^) : {I U A} X I -^ {Q, 1} return 1, iff some direct neighbor of the node v 
is routing a request from the requester r to the service i. 

The idea is that neighboring communications (like the Sg and 5 ^ in the 
figure) can be recognized as coming from the same network "direction" by the 
service A. 

The table Â „ is filled without the necessity of any direct exchange of mes­
sages between the node v and the neighbors. Each node just hears the commu­
nication originating from neighboring nodes to fill the table. If the node v has 
a directed connection to the node u where the service i is located, it ignores all 
the neighboring communication going to to the service i (i.e., for Vr G {lUA}, 
Fy{Si^) = 0). This avoids the problem that near the sink (service i) all nodes can 
hear each other, resulting on a false interpretation that all requests are coming 
from a similar direction. 

Each request r to the service i now carries the information collected in the 
nodes about which requests to the service i are occurring in neighbor nodes 
(i.e., it collects the Ny information of the nodes when travehng to service i). 
F{Si^,SiJ : {IUA}X{I(JA}XI -^ {0,1} return 1 iff n and r2 are neighboring 
requests (flows). 

In the original heuristic, the "force" attracting the service i from node v 
to node d {b^^^, see eq. 2) does not take into account the requests coming 
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from near areas of the network. The new bl_^^ is calculated now in two steps. 
In the first, the T * ^ ^ take in account the pheromone (and neighboring flow 
information) and rate the attractiveness of node d (eq. 7). 

E psj+ E E E plf\pk^-nsi,si) 
xe{IUA} xe{IUA} z£{IUA) geN^-{d} 

E^ H pii+ E E E pk-\p^t^-Fisisi)] 
!/eN„ xe{iuA} xe{iuA} ze{iuA} geN„-{d} 

(7) 

The first term is the same of the eq. 7, that means, the sum of all requests 
coming to service i through node d. The second term of the numerator is the sum 
of the pheromone from flows that are neighbors of the ones traveling through 
d. As already explained, the F function tests whether 5* and 5J are neighbor 
flows, and the ceiling [p^; ] checks whether the connection SI exists in the node 

d (i.e. Pgi > 0). The denominator normalizes r (0 < T^^^ < 1). 

Finally, the eq. 6 returns the new &̂ _,rf that is the force between [0,1] that 
the service i migrates from node v to node d. This combines the pheromone 
value (with direction concept, eq. 7) with the potential goodness of a location 
to some service and the available energy. The selection of the destination node 
of the migration is made, like the basic heuristic, using eq. 3. 

Returning to the example shown in Fig. 3, and assuming that all the nodes 
have the same potential goodness and energy (= 1), for sake of simplicity 
and that a , /3 ,7 = 1, T^_^2 = bi^2 = 0.3+0:4+0.4 = 0-27- T^-.4 = ^^^4 = 
OMMA = 0-36 and T^_^, = bi_^, = oMSw4 = 0-36- This result shows 
that the service A will migrate correctly to the node 4 or 5 instead of 2 when 
the basic version of the heuristic is used. 

5 Results 

A simulation environment to evaluate our basic ant-based service distribution 
heuristic was implemented in C-I-+ using the Boost library for graph algorithms 
support. The routing of network traffic was idealized by using Dijkstra shortest 
path algorithm. 

Instances of the ad hoc network were generated by random selection of 
nodes' position. Moreover, the task force and the services of the OS including 
also the usage (dependency) graph were also randomly generated. 

The received signal strength (RSSI) was calculated using the free space 
model for an isotropic point source in an ideal propagation medium (free-space 
path loss with rx,tx unitary gain: Lf = ^^T")- ^ h e limits of the RSSI were 
determined using two thresholds that have the meaning of maximum signal 
strength and no signal (unit disk graph). The RSSI was the only metric used 
to produce the virtual distance (see Equation 1). 
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As already said, the objective of the heuristic is to find the assignment 
function Q that minimizes the communication cost C (and therefore minimizes 
the energy consumption, assuming that the communication is the main energy 
consuming operation). We restrict the maximum number of services and tasks 
to one per node. This simulates a simpMstic resource constraint per node. 

We run 10.000 different problem instances and the presented basic heuristic 
is applied in the first assignment (randomly generated). Fig. 4 shows the results. 
The X-axis shows the number of optimization steps of the algorithm, where the 
y-axis shows the average communication cost among all the realized simulations. 
The two straight lines depict the average communication cost of the first random 
solution to the assignment and the optimal solution (calculated using Branch 
and Bound over the QAP). Figure 5 shows the cumulative distribution of the 
testing cases. 

Cumulative distribution of cases (iieurist. assigm. / optimal) 

Random distribution 

20 0% 
SI Optimization steps I x (Optimal) 1,5 

Pig. 4. Results of the simulations Fig. 5. Cumulative distribution of the 
cases 

6 Conclusions 

In this paper we present the concept of the NanoOS for highly distributed ap­
plications running on ad hoc wireless networks. This OS allows the migration of 
application/OS services among nodes. The investigated objective was the mini­
mization of the communication overhead between application tasks and services 
in an ad hoc network. We proposed ant-based heuristics. The problem was mod­
eled in detail and the quality of our ant-based method was compared with the 
global optimum using simulations of a large number of problem instances. 

The realized simulations of the basic heuristic have shown that it performs 
well in average (71.97 of cost compared with 50.16 that was the cost of the 
optimal distribution), i.e., the total communication cost is in average only about 
40% higher than the global optimum obtained using Branch and Bound. The 
initial random distribution of services has an average cost of 176.6. Looking at 
the cumulative distribution of cases (Fig. 5), we see that for the majority of 
test cases (70%), the heuristic could find solutions that cost at most 2 times 
the optimal value. In 40% of the cases, the heuristic could find the optimum. 
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Moreover, our heuristics have an extremely low computational cost and a 
small information dependency, where just local communication is necessary for 
the migration decision. They are also adaptive to changes in the network and 
can be executed in a distributed manner where each entity tries itself to find a 
good assignment. 

We are planning to simulate the extended version of the heuristic in order to 
compare it with the actual results. We also want to include movement into the 
simulation in our future work. Concluding, the results give yet another piece of 
evidence that principles encountered in the nature (like agents doing just local 
interactions helping to achieve global results) can be transferred to computers 
with satisfactory results. 
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Abs t rac t . The rising complexity of distributed computer systems give 
reason to investigate self-organization mechanism to build systems that 
are self-managing in the sense of Autonomic and Organic Computing. 
In this paper we propose the Artificial Hormone System (AHS) as a 
general approach to build self-organizing systems based on networked 
nodes. The Artificial Hormone System implements a similar information 
exchange between networked nodes like the human hormone system 
does between cells. The artificial hormone values are piggy-backed on 
messages to minimize communication overhead. 
To show the efficiency of the mechanism even for large scale systems 
we implemented a simulation environment in Java to evaluate different 
optimization strategies. The evaluations show that local information is 
enough to meet global optimization criterion. 

1 Introduction 

State of the art computer and software systems raise the level of complexity to 
unexpected heights. Upcoming ubiquitous environments with their huge amount 
of different devices and sensors aggravate the situation even more. The need for 
self-managing systems, as proposed by IBM's Autonomic Computing [1] and 
the German Organic Computing [2] initiative, has never been more important 
than today. Future systems are expected to comprise attributes motivated by 
self-organizing natural systems as e.g. organisms or societies. 

Self-organization seems to be embedded in biological systems in many ways. 
In the human body it arises at lower levels (e.g. the growth of an organism 
controlled by hormones) as well as at higher levels (the regulation of the ho-
moeostasis by the autonomic nervous system). 

We developed the AMUN middleware [3] to foster the development of ubiq­
uitous computing environments such as Smart Office environments [4]. The aim 
of the middleware is to build service-oriented applications that can be distrib­
uted on networked nodes. The services which can be distributed and relocated 
between the nodes are monitored to collect information about their runtime 
behavior and resource consumption. 

Please use the following formatwhen citing this chapter: 

Trumler, W., Thiemann, T, Ungerer, T, 2006, in IFIP International Federation for Information Processing, Volume 216, 
Biologically Inspired Cooperative Computing, eds. Pan, Y, Rammig, F., Schmeck, H., Solar, M., (Boston; Springer), pp. 
85-94, 
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To implement the autonomic/organic goals within the AMUN middleware 
we propose a self-organization mechanism based on the human hormone sys­
tem. The basic idea is to use the messages from services as containers for the 
information of our Artificial Hormone System like the hormones use the blood 
circuit in the human body. Each node locally collects information and packs 
its information onto outgoing messages. The important point is that no extra 
communication mechanism is used and no explicit messages are generated to 
exchange the information for the self-organization. 

The remainder of the paper is structured as follows: In section 2 the human 
hormone system is described from an abstract point of view with focus on the 
mechanisms that were transferred to the Artificial Hormone System. Related 
work is presented in section 3. The model of the Artificial Hormone System 
is described in section 4 and evaluated in section 5. The paper closes with a 
conclusion and future work. 

2 Human Hormone System 

The human body contains different systems for information transport, depend­
ing on the speed of the stimulus transportation and the size of the affected area. 
The central nervous system is used for fast information transport of consciously 
given commands whereas the autonomic nervous system and the hormone sys­
tem are mostly detracted from human's will. Together they regulate the human 
body to keep the inner environment as constant as possible, called homoeostasis. 

The human hormone system differs from the autonomic nervous system in 
the way information is transported. The autonomic nervous system uses elec­
trical impulses, whereas the hormone system uses chemical messengers (hor­
mones). Beside the mostly known way to spread hormones through the blood 
circuit to trigger reactions in other parts of the body, a number of other kinds 
of messengers are known, which do not influence our Artificial Hormone System 
and therefore are not described here (see [5], [6], and [7] for further details). 

The hormones spread to the blood circuit can theoretically reach every cell, 
but only act on those cells which possess the corresponding receptors. The 
hormones bind to the receptors and send their information to the inside of the 
cell on a chemical basis. The usage of receptors has two advantages. First the 
binding of a hormone can be shortened to designated cells, and second the same 
hormone can lead to different effects within different cells. 

The reaction of the cells is controlled by the distribution of the activator and 
inhibitor hormones. In many cases the production of activator hormones lead 
to the production of inhibitor hormones to neutralize the reaction of the cells. 
This mechanism is called a negative feed-back loop because of the repressive 
effect of the inhibitors. 
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3 Related Work 

In 1952 Alan Turing published "The Chemical Basis of Morphogenesis" [8]. 
Inspired by an invertebrate freshwater animal called hydra, he investigated the 
mathematical foundations for the explanation of the chemical processes during 
a morphogenesis. The hydra has the remarkable feature, that if it is cut in half, 
the head end reconstitutes a new foot, while the basal portion regenerates a 
new hydranth with a mouth and tentacles. During this process the available 
cells are reformed, moved, and redifferentiated to build new tissue without cell 
proliferation. One of the application areas of Turing's reaction-diffusion model 
is the generation of textures as described in [9]. 

The Digital Hormone Model [10] adopts the idea of hormone diffusion to 
the distributed control of robot swarms. The equations investigated by Turing 
combined with the limited wireless communication capabilities of robots can be 
mapped to the reaction-diffusion model known from tissues. The information 
of a robot can diffuse to the neighboring robots in vicinity. Simulations showed 
that such a distributed control algorithm can be used to control a robot swarm 
to fulfill different tasks. The challenges were to find and size targets, to spread 
and monitor a region, and to detour obstacles during mission execution. 

For peer-to-peer and sensor networks so called Bio-Inspired approaches are 
currently investigated. In [11] an approach for a self-organizing peer-to-peer 
system in terms of load balancing is described. The authors show by simulation, 
that only local knowledge and the distribution of local information to randomly 
chosen nodes are sufficient to balance the load of the nodes nearly optimal. For 
sensor networks an approach exists that mimics the control loop for the blood 
pressure of the human body [12]. Information is disseminated in the network 
like hormones in the human body and a feedback loop is used to decide whether 
the requested task is already accomplished. 

4 Model of the Artificial Hormone System 

The AHS consists of four parts that can be directly mapped to their human 
counterparts. First we have metrics to calculate a reaction (transfer of a service 
in our case), which can be compared to the functions of the cells. Second, the 
hormone producing tissues of the human body are influenced by receptors which 
observe the environment to trigger hormone production. This behavior is mod­
eled by monitors which collect information locally about the running services 
and piggy-back this information onto outgoing messages. Third, monitors for 
incoming messages collect the piggy-backed information and hand them over to 
the metrics, which is the same as the receptors of the cells does. And fourth, 
the digital hormone values carrying the information. 

To further reduce the amount of information needed to exchange, we assume 
that the digital hormone value enfolds both, the activator as well as the inhibitor 
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hormone. If the value of the digital hormone is above a given level, it activates 
while a lower value inhibits the reaction. 

The AHS will be included into the AMUN middleware to implement the 
self-optimization. The services can be relocated during runtime to meet the 
optimization criterion of the self-optimization as good as possible. Thus the 
model of the AHS must take some requirements into account given by AMUN. 
In AMUN services run on the nodes and can be transferred to other nodes. The 
services consume resources and the optimization should distribute the services 
such that the resource consumption on all nodes is nearly equal. Resources can 
be CPU, memory, communication bandwidth, battery status, radio range or 
any other resource suitable for the optimization of an application. 

The idea of the AHS is to define the resources used for the optimization 
process and a corresponding digital hormone value. The model assumes that 
the values of the hormone values are normalized to fit into an interval from 0 to 
100. The hormone value describes the consumption of a resource. In combina­
tion this can be interpreted that the hormone value represents the percentage 
consumption of a resource. As mentioned above these values are calculated by 
the monitors which observe the services in the middleware. In the model we 
have to define these values initially for the simulation process. 

4.1 Mathemat ica l Mode l 

Given k resources, the consumption of resource i for service s is characterized 
by ri{s), 1 < i < k, which is normahzed such that all resources i satisfy the 
condition 0 < ri{s) < 100. The allocated amount of a resource i for all services 
s € S{n) (the set of running services on node n) is computed as follows: 

sS5(n) 

Ri{n) is the total consumption of resource i of all services on node n. In our 
model the maximum capacity for each resource i on every node n is always 100. 
So any time the inequation 0 < Ri{n) < 100 holds for all resources i and all 
nodes n. The number of services assigned to one node is limited by the nodes 
capacity and must not be violated by a service transfer. 

To balance the load within the network it is assumed that services can be 
transferred from one node to another. The cost for the transfer to another node 
is modeled as the service transfer cost te(s), 0 < tc{s) < 100 which can be 
different for every service. 

Simulat ion initialization The initial state of our simulation model is chosen 
randomly to ensures that our optimization strategies are evaluated under a 
great variety of start conditions. 

To initialize a node, a random maximum capacity value between 0 and Cmax 
is chosen for every resource of the node. Then services are created with random 
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values for each resource. The maximum value for Cmax of a node and the re­
sources r,^^^ of a service are defined prior to the initialization of the simulation. 
Services are generated as long as the maximum capacity of the node's resources 
are not exhausted as defined by equation 1. If a node is filled with services the 
procedure is repeated for the next node until all nodes are initialized. Regarding 
the mean value of the nodes resource consumption, this guarantees that for / 
nodes we generate a total load of « Z^™^ randomly distributed on all nodes. 

On the other hand this assures that the number of generated services differ 
from every initialization depending on the number of nodes, the maximum 
initial capacity of the nodes Cmax, and the maximum values given for the service 
resource parameters ri^^^. 

Service communicat ion model As the digital hormone values are piggy­
backed on the outgoing communication, it is important to model the commu­
nication paths between the services. The communication model relies on the 
assumption that certain services prefer to communicate with each other while 
others don't. This behavior can be observed by many systems where the usage 
dependencies between different modules or classes are given due to the structure 
of the application and the resulting method calls. 

Hence each service is assigned a constant set of other services acting as its 
communication partners. In each step of the simulation a given number of ser­
vices are chosen to be senders and for each of these services Sgend a receiving 
service Srec is randomly picked out of their communication partners. Assum­
ing that service Sgend is running on node risend and service Srec is running on 
node rirec the information necessary for the optimization is piggy-backed on the 
message sent from nsend to rirec-

If there is a node which had no services assigned during the initialization, it 
could not participate in the optimization process thus loosing the free capacity 
of this node. In a networked system this situation might occur if a node was 
not present during the initial resource allocation phase. Such nodes will con­
nect other nodes of the network sooner or later which is modeled by a certain 
probability to choose empty nodes as sender nodes nsend- As these nodes do not 
have a predetermined set of receivers a receiver node rirec is randomly chosen 
out of all other nodes. 

4.2 Transfer Strategies 

In the optimization process node ngend adds information about its resource 
consumption to a message sent by one of its services to node n^ec- Based on 
this information node n^ec uses a Transfer Strategic (TS) to decide whether 
to transfer one of its services to rigend or not. To avoid confusion it should 
be mentioned that the terms risend and rirec refer to the direction of message 
passing. However, a service is transferred in the opposite direction from Urcc to 
"•send- In the following we present different Transfer Strategies from very simple 
to more sophisticated ones. All TS have in common that they only have local 
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knowledge and those information received from its communication partners. 
Furthermore there is no central instance to control the optimization process. 
Only the simulation environment has the possibility to check the state of the 
nodes after every simulation step to produce evaluation output. 

Weighted Transfer Strategy The first TS is called Weighted Transfer Strat­
egy because it uses weights for every resource to weight them in the decision 
process. The load of all resources multiplied by the corresponding weights are 
added and divided by the total amount of the weights. This value is the load 
value of a node. If all weights are one, all resources are treated equally, if one 
resource is weighted higher than the others evaluations show that the higher 
weighted resource is optimized better at the expense of the others. 

If the node rirec got a message from node ngend it subtracts the load value 
of rigend from its own. If the result is positive this means that the sender has a 
lower load than this node and that a service might be transferred to the sender. 
If the result is equal or less than zero, nothing will be done, as the sender's load 
is already equal or higher than the local load. To find a service for the transfer 
the loads of all services are compared to the half of the load difference and the 
service with the minimal distance to that value will be chosen for the transfer, 
as it best adjusts the load values of both nodes. 

Transfer Strategy wi th Dynamic Barrier This TS uses a barrier to sup­
press the transfer of services. Evaluations showed, that the Weighted Trans­
fer Strategy produces a high amount of service transfers beyond the estimated 
value. The TS with Dynamic Barrier continuously calculates the gain that could 
be obtained if a service would have been transferred. The dynamic barrier rises 
if the gain falls and vice versa. 

The barrier can be calculated with a linear, an exponential, and a logarith­
mic function, while the latter produces the best results in terms of responsive­
ness due to load changes and attenuation behavior. 

Transfer Strategy wi th Load-Estimator The problem of the Weighted TS 
is the missing knowledge about the total system load. If every node would know 
the load of all other nodes the mean load could be calculated and every node 
could trigger or prevent transfers depending on the load of the receiver and the 
sender node. With this TS a node keeps the last n load values of its sender 
nodes and calculates a mean load value. A service will only be transferred, if 
the senders' load is below and the local load above this value. A transferred 
service would not only optimize the load between the two nodes but also the 
overall load of the system, which is not always the case with the Weighted TS. 

The TS with Load-Estimator is the best TS in terms of required service re­
locations. It nearly reaches the calculated theoretical optimal value. The draw­
back of this Strategy is the missing tolerance to dynamic service behavior. If 
the services change their load dynamically the strategy tries to further optimize 
the system and thus produces unwanted service relocations. The same applies 
for the Weighted TS. 
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Hybrid Transfer Strategy The fourth TS combines the advantages of the 
TS with Load-Estimator and the TS with Dynamic Barrier. At the beginning 
of the optimization process only the TS with Load-Estimator is used. If the 
change of the calculated estimated load is less than 10% within two consecutive 
steps, the TS with Dynamic Barrier is used additionally which results in an 
attenuated transfer behavior especially in case of dynamically changing service 
loads. 

5 Evaluation 

To evaluate the self-organization of the AHS we developed a simulation envi­
ronment in Java. For the simulations we chose three resource parameters for 
the optimization. The different TS were simulated and the service transfers and 
the mean error of the average resource consumption have been measured. The 
simulator uses steps to perform the calculation and produces output after every 
step. We ran every simulation with 1000 nodes and 2000 steps a 100 times to 
take into account different starting conditions due to the random initialization 
process of the simulator. Thus we can show that the TS are independent of the 
initialization and produce good and stable results. 

5.1 Service Transfers 

Figure 1 shows the amount of service transfers of the different Transfer Strate­
gies and the mean error of the average resource consumption. The mean error 
is the mean difference of a node's resource consumption from the expectation 
of the resource consumption. This value shows how good the algorithm reaches 
the theoretical optimum. The charts show that all four TS achieve good op­
timization results with a mean error ranging from 0.62 to 1.47 with varying 
amounts of service transfers. The Weighted TS needs about 5300 transfers, the 
Dynamic Barrier 3000, the Load-Estimator needs about 2300, and the Hybrid 
TS uses about 1750 transfers after 2000 simulations steps. 

The mean resource consumption of a node for the simulations was 41,25. 
The lowest mean error reached with the TS with Load-Estimator is 0,62. This 
means that the optimization achieves 98,5% of the theoretical optimum. The 
least service transfers are generated by the Hybrid TS which achieves a mean 
error of 1,47 resulting in an optimization quality of 96,5% of the theoretical 
optimum. The Hybrid TS offers the best trade-off between service transfers 
and optimization quality. 

With the amount of produced services during the initiaUzation phase and 
the mean error at the beginning of the simulation the theoretical amount of ser­
vice transfers needed to optimize the network can be calculated. For the above 
simulations this value is about 2300 service transfers. This implies that the TS 
with Load-Estimator produces the best result with the least error and that the 
Hybrid TS does not utilize all transfers as the dynamic barrier suppresses those 
transfers with a low gain. 
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Pig. 1. Service transfers and the corresponding mean errors for the different TS. 

Variation of N o d e N u m b e r To test the scalability of the systems we sim­
ulated networks with 100 to 5000 nodes. The number of services created is 
directly proportional to the number of nodes as expected from the initialization 
as described in section 4.1. Figure 2 shows that the service transfers increase 
only linear with the amount of nodes and services. The mean error remains 
nearly constant for all TS. 
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Fig. 2. Service transfers and mean error of the TS at varying node numbers. 

D y n a m i c Services To evaluate the TS in a dynamic environment, we sim­
ulated a dynamic behavior of the services. Therefore a predefined amount of 
services change their resource consumption such that they raise or lower their 
resource consumption, hold that new value for a while and return to the initial 
value. 

As expected the TS with Dynamic Barrier and the Hybrid TS tolerate the 
changes of the services' resource consumption while the other TS begin to os­
cillate resulting in a dramatic increase in service transfers. For both evaluations 
we defined 10% of the services to change their resource consumption up to 50% 
of the current value. The left chart of figure 3 shows the results if the change 
takes 10 simulation steps and 100 steps for the service to rest at its normal 
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Fig. 3. Service transfers of the different TS with dynamic services. 

level before the next change. The left chart shows the results for a 50 steps long 
change while the idle time is 100 steps which. 

6 Conclusion and Future Work 

In this paper we proposed the Artificial Hormone System for self-organization 
in networked systems. Derived from the human hormone system we developed 
a distributed algorithm that has neither a central control nor complete knowl­
edge about the system. The organizational information is piggy-backed on top 
of the messages exchanged between the nodes of the networked system. The 
general approach of the AHS is described and implemented in a Java simulaton 
environment. 

Evaluations showed that the AHS distributes services of networked nodes 
nearly optimal in terms of resource consumption and that the effort needed for 
larger networks increases only linear with the amount of nodes. Further eval­
uations regarding dynamic process behavior showed that the Hybrid Transfer 
Strategy tolerates load changes. The Hybrid Transfer Strategy is able to adapt 
the barrier to the mean load change, thus only few additional service transfers 
are produced due to dynamic process behavior. 

Future work will be to implement and evaluate the AHS in AMUN and to 
further investigate the latencies produced by a service transfer and the corre­
sponding costs for the optimization algorithm. 
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Abstract . In this article is presented a detection model of intruders 
by using an architecture based in agents that imitates the principal as­
pects of the Immunological System, such as detection and elimination 
of antigens in the human body. This model is based on the hypothe­
sis of an intruder which is a strange element in the system, whereby 
can exist mechanisms able to detect their presence. We will use recog­
nizer agents of intruders (Lymphocytes-B) for such goal and macrophage 
agents (Lymphocytes-T) for alerting and reacting actions. 
The core of the system is based in recognizing abnormal patterns of 
conduct by agents (Lymphocytes-B), which will recognize anomalies in 
the behavior of the user, through a catalogue of Metrics that will allow 
us quantify the conduct of the user according to measures of behaviors 
and then we will apply Statistic and Data Minig technics to classify the 
conducts of the user in intruder or normal behavior. Our experiments 
suggest that both methods are complementary for this purpose. This 
approach was very flexible and customized in the practice for the needs 
of any particular system. 

1 Introduction 

Although the passwords, iris and retina readers as well as the digital signatures 
work well, a serious problem exists when these controls are overcome by stealing 
of the password, modification of the firmware or by stealing of the user's smart 
card. For intruders that masqueraded as valid users enter in the system and 
they carry out diverse actions that put in risk the integrity of the system [1]. 
Then, it arises the need of detecting those intruders, by knowing they have a 
different behavior pattern from the true user, with the result that it firstly is 
necessary to define a mechanism that allows us to measure each behavior of the 
user, so when comparing behaviors we will find a numeric value that allows to 
differ them. 

Please use the following format when citing this chapter: 

Florez-Choque, O.U., Cuadros-Vargas, E., 2006, in IFIP International Federation for Information Processing, Volume 216, 
Biologically Inspired Cooperative Computing, eds. Pan, Y, Rammig, F., Schmeck, H., Solar, M., (Boston; Springer), pp. 
95-106, 
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In that sense it is admirable the way Hke the Immunologic System works. 
The Immunologic System is an important defensive system that has evolved in 
the vertebrate beings to protect them of microorganisms invaders (bacterias, 
virus, so on). In the moment when a wound appears, the white globules detect 
an antigen (intruder) in the human body through the sanguine torrent. Then 
appear two types of Lymphocytes among other agents, the Lymphocyte-B and 
the Lymphocyte-T. The Lymphocytes-B recognizes the antigen through proteins 
of complement (18 proteins that exist in the plasm and that are activated in a 
sequential way) and then these Lymphocytes produce Antibodies that can be 
able to face the identified intruding agent. The Lyrnphocyte-T is responsible for 
reactive functions destroying the strange substance, in view of each antibody 
is specific for each microorganism, the reaction of the Lymphocyte-T will vary 
according to the antigen recognized by the Lymphocytes-B. 

It is remarkable the adaptability and the persistence of the information in 
the human body, since the white globules remember biochemically the analyzed 
antigen, so future answers will be quicker and more exact. 

It is also interesting, and is the aim of this paper, to present the founda­
tions of this mechanism of detection and defense against intruders toward a 
computational system. 

The rest of this paper is organized as follows. In Section 2 is analyzed the 
architecture of the presented model by describing the hierarchical relationships 
between each one of the agents. In the Section 3 the functions of the used agents 
and their analogy with the Lymphocytes of the Human Immunologic System 
are described. In the Section 4 we define a catalog of metrics that will allow us 
to quantify the behavior of the user based on four behaviors: Effort, Memory, 
Trust and Special Requirements. In Section 5 we discuss the model of detection 
of intruders based on Statistical and Data Mining methods, which classify the 
vectors of behaviors in behaviors belonging to either intruders or normal users. 
In the Section 5 and 6 we discuss the obtained results. Section 7 briefly describes 
related works and specifies our contribution. And lastly, section 8 provides some 
conclusions. 

2 Architecture of the model 

The architecture is based on agents with different roles: Control-Reaction, Main­
tenance and Net, the model also includes databases that are organized in a 
distributed way. 

According to the Figure 1, the Control-Reaction Agents are distinguished. 
They proactively read information of activity, find patterns and trigger alarms 
(through Lymphocytes-B) and they perform protection actions (through Lym-
phocytes-T). Besides, they control the use of resources wasted by the users, 
monitoring all their actions, in such a way this type of agents identifies profiles 
based on the account, resource and action that the user carried out. This type 
of agents are Lymphocytes-B and Lymphocytes-T. 
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Fig. 1. Architecture of the Model based on agents 

Then, we have the Maintenance agents, which create or delete Control-
Reaction agents, and elimate redundant data, besides compression and local 
encoding of data is performed by this agent. This agent also maintains the 
database, where the profiles of activity and accounts of the users are stored, 
receiving the queries formulated by the Control-Reaction agents, execute them 
and return the results so that the Control-Reaction agents perform the necessary 
actions. There is one agent of this type for each authentication server because 
existis a single database inside this type of servers in the system. Lastly, the Net 
Agent creates or deletes Maintenance Agents. In view of this agent has a whole 
vision of network. It can detect other types of attacks, such as multi-host attack 
or Denial for Service (DOS), and besides it can realize the filter of packages on 
the net. 

We use agents and not neural nets or other technology due to the hetero­
geneity presented in the problem: The Lymphocytes-B agents should learn that 
actions of the users change in the time and they should adapt their profiles 
according to these changes in view of each Function of Behavior is individual 
to each user. The Lymphocytes-T agents should learn how to trigger different 
security policies (resource denial, account elimination, lockout of account, re­
stricted access) according to stored patterns of behavior. And the Net agents 
should learn how to recognize abnormal patterns of activity based on present 
information in the whole net to recognize multi-host distributed attacks . There­
fore, when we use agents, we combine the necessity to use three great actors in 
the system. 

3 Components of the architecture 

3.1 Lymphocyte-B 

These agents have the task of monitoring the actions of the user, identifying 
of this way the profiles, which store each action that the user carries out at 
one time in a certain resource. This information allows us to measure possible 
behavior changes in the account of the user and the later detection of an antigen 
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in the system. It is possible to measure the behaviors of an user with metrics, 
which identify the behavior of the user in the system, according to this method 
a group of behaviors will define in a unique way the behavior of the user. Then, 
once obtained the vectors of user behaviors that began session, it is possible to 
compare the values of those vectors with the Function of Behavior of the user, 
and to foresee if there are abrupt variations in the behavior, which would reveal 
us an atypical and suspicious behavior, therefore the system will react. 

The Lymphocyte-B agent has the particularity of requesting queries to the 
database that corresponds to it (there is one database for each authentication 
server), for example this agent requests information, creation, upgrading and 
elimination of profiles, but not carrying out them, for this, the Lymphocyte-B 
agent sends messages to the maintenance agents (wich are in charge of main­
taining the database) and receives messages from agent of maintenance with 
the datasets of the query performed. In this type of agents, this information is 
necessary to be able to differ the behavior value calculated on relation to val­
ues of previous behaviors. For example, if the user gMoore@cisco.com usually 
uses its account to read information on internet, and then, in other session, 
the Lymphocyte-B agent monitors activities with a high usage of CPU due 
to compilation activities. It will compare this value with previous behaviors 
by formulating queries that will be executed in the database that stores the 
profiles and it will detect that this behavior changes is not normal, then the 
Lymphocyte-B will send a message to the corresponding agent so that it reacts 
because of this anomaly. 

This mechanism resembles the recognition of a strange agent in the human 
body by the immunological system. 

3.2 Lymphocyte-T 

This type of agent has the task of reacting when an anomaly appears. Once 
detected the anomaly by the Lymphocyte-B agent, the Lymphocytes-T agent 
can give a message of alert, to expel the user, lockout the account, refuse an 
action to the user or ignore it depending on the case. 

This mechanism resembles the reaction of the human body when a strange 
agent arises. 

3.3 M a i n t e n a n c e Agen t 

This agent is the only agent allowed to manipulate the database, which stores 
the behavior information of each user. In fact, this agent executes the queries 
received from Lymphocyte-B and Lymphocyte-T agents to carry out them and 
returns datasets with the result of the query to the agent that requested it. If 
all the agents manipulated this database, the information would be outdated, 
and not synchronized, besides the traffic of net would be considerably increased 
since the use of the cache unit would be null. There is one Maintenance agent 
for each authentication server. 



A Biologically Motivated Computational Architecture . . . 99 

3.4 N e t Agen t 

On the other hand, Mauro [2] filters all the packages of the net, so like a sniffer 
to read the headers of these packages and to see the executed command and 
starting from that to formulate the possible behavior of the user. This method 
has the advantage of not overloading the net considerably, however the pres­
ence of techniques of encryption could not make it appropiate, anyway, if this 
mechanism was implemented, this agent would be whom to implement it. 

It is possible to take advantage of the geographic distribution of the system 
to achieve intrusion tolerance using the fragmentation-redundancy-scattering 
technique [3] by cutting all user sensitive data into fragments which are en­
crypted, stored and replicated among all the databases in the authentication 
servers. A high level of granularity in the data is obtained in view of several 
fragments together are not enough to disclose the information of the user. In 
fact, each Lymphocyte-B agent take a local decision to reject an intruder ac­
cording changes on behavior which are locally stored, then this local decision is 
broadcasted to the other Lymphocytes-B agents and all the decisions, included 
the local decision, are locally voted and the rejection is locally trigged or not. 
This technique is called majority voting and ensures that false alarms can not 
be trigged. 

4 The Vector of Behavior 

If we want to transfer the mechanism of recognition of antigens, carried out by 
the Lymphocyte-B, by means of complement proteins toward a computational 
system we will need another mechanism that allows us to differ the intruders 
quantitatively since an user is a strange agent. In this article we propose a 
catalog of metrics that enables us to compare different user accounts indepen­
dently of the operating system, programming language or implementation done, 
because they are based on changes of their behaviors. 

Four behaviors of user can be identified in this discussion: Effort, Memory, 
Trust and Special Requirements. Each behavior reflects a great part of the way 
of behaving of the user into the system, for instance there will be user with 
great amount of work, user with low capacity of memory and users with special 
requierements like low display resolutions. Each aspects reflect a behavior of 
the user. This behavior is dynamic because it changea in the time. Therefore 
the total user behavior would be composed by a vector of behaviors, where each 
dimension of the vector is associated with a specific behavior. 

Once we have all the dimensions from calculated behaviors, the value of 
behavior vector can be represented by a measure of distance to quantify the di­
vergence among behaviors. Well known distances are Euclidean, Euclidean nor­
malized, metric of Tchebycheff, Mahalanobis, and Tonimoto. We choose Euclid­
ean distance because it exhibits some very interesting properties: it is variant 
to scale change and it depends on the relationships among the variables. 
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4.1 Behaviors 

Effort This behavior reflects the quantity of work performed by an user, for 
example a high value of this behavior would mean that the user is using too 
much CPU time, maybe compiling a program, which in the worst case can be 
a Troyan Horse or a port scanner. Besides the user can be writing too much 
data on the hard disk, in the worst case it can reveal the presence of a virus in 
the System, on the other hand, if the user is producing plenty net traffic, it can 
reveal a typical DoS attack. Therefore, these aspects identify the quantity of 
effort of an user in the system. We show four metrics, which allow us to quantify 
this behavior: 

CPU time 
session 1. consumptionCPU = 

2. readWriteDisk = fO'ytesR/Windisk 
session 

^ i-'rn f f'tflKF^i Kbytes of data transferred in the net 
•I -f session 

4. durationsesion = Duration of the session 

Applying the Euclidean distance, the coefficients of the behavior of Effort 
are defined as: 

Effort = V consumptionCPU-^ + readWriteDisk^ + trafficNet^ + durationSesion^ ( 1 ) 

A considerable variation in the value of this behavior would involve that 
an user carries out activities that before he did not make which can be due to 
changes of departments, promotions in the work or the presence of an intruder 
masqueraded in the account. The system would detect this as an abnormal 
behavior for the user. A high value of this coefficient will also mean a great 
quantity of work carried out in the account of the user. 

Memory This behavior reflects the amount of mistakes of the user due to 
the forgetfulness that he can experience, for instance the forgetfulness of the 
password, most of true users remember the password very well and they enter to 
the account in the first intent, however we should also consider elder users and, 
worse even, users with dyslexia that are not able to remember with easiness 
a password, in any way, this grade of forgetfulness defines an aspect of the 
behavior of the user. 

We should also consider that when an intruder enters to the system, this 
intruder tries firstly to obtain information from the account by means of com­
mands of information of the system [1], again, an average user will not need 
too much information about itself to begin to work normally. A similar case is 
when an user often uses a group of commands, while this user uses more this 
group of commands, less errors will happen when writing them, although we 
should consider users with low skill in the use of the keyboard and elder users 
with Parkinson disease [4]. 

Therefore we present three metric that qualify this behavior: 
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Comvnands written incorrectly 
1. wrongCommand session 
2. wrong Login = Number of invalidloflins 

session 
on commands are executed 

3. COmmandIn formation = ^ umber of times that in formati^ 
esston 

Applying the Euclidean distance, the coefficients of the behavior of Memory 
are defined as: 

Memory = y/wrongCommand'^ + wrongLogin^ + commandIn formation^ 

(2) 

Trust This behavior reflects how reliable is an user in the system. There are 
users prone to be attacked [1], for example users that elect as password a word 
that is in the dictionary, without the use of uppercase, numbers or special 
characters; this makes the user to be not very reliable before a brute force 
attack. This is a subjective measure and we will say that a password with 
uppercase, numbers and special characters has a value of 0, an alphanumeric 
password has a value of 3 and a simple password has a value of 10. Then 
exist users that for curiosity or with purpose try to read, write or execute files 
and for obtaining information that does not correspond them, because they do 
not have the enough privileges to make it. Thereby, we can count the number 
of invalid accesses to define a feature of the user behavior that indicates if 
the user is not very reliable. Finally we can try to measure the fact that an 
user hides information through encryption of data. This last metric is relative, 
however most of hackers try to hide their fingerprints through encryption, so 
that the administrator of security can not examine the information that stores 
an account, although this fact is not so serious, however an excessive quantity 
of encrypted information is very suspicious. 

Therefore, we present three metrics to quantify the trust of the system in a 
certain user: 

1. invalid Act ions = Number of invalid actions 
session 

2. complexPassword = Complexity of password. 
3. encryptedlnformation = Amount of encrypted information stored in the 

account of a user. 
Applying the Euclidean distance, the coefficients of the behavior of the Trust 

are defined as: 

Trust = y invalid Actions'^ + complexPassword'^ + encryptedlnformation^ 

(3) 

Special Requirements This behavior reflects special needs that the user 
requires of the system, for example if an user is always connected by modem 
and then suddenly carries out a connection by wireless devices, this change 
of behavior appears suspicious for the system, then we assign a value of 0 if 
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the connection is carried out on intranet, 3 if it is carried out by modem and 
10 if it is carried out by wireless connection. It is also necessary to identify 
those users that are not authenticated by means of common mechanisms as 
their password, but through special devices as iris or retina readers, detection 
of faces, digital certificates, touch sensitive screens and so on. Whereby, if in the 
authentication process the password is introduced by keyboard, the values of 0 
is assigned to this metric. If digital certificates are used, it is assigned a value of 
3 and 10 in other cases. However we would keep in mind the possibility that an 
user changes the type of authentication, among other reasons the user suffers 
some temporary or permanent disability, for example, blindness which prevents 
to use iris readers, in this case the administrator would receive many warnings 
indicating a suspicious change of behavior. Lastly, we will try to quantify the fact 
that the user uses requirements of accessibility to work normally in the system 
[4]. Users without superior extremities will have difficulty to use the keyboard, 
for this is required a virtual keyboard on the screen, on the other hand users with 
astigmatism, myopia or permanent blindness require a magnificator screen, or 
a screen reader respectively. Then if an intruder changes these options, clearly 
it implies a change in the behavior of the user. This way if the user does not 
use any requirement of accessibility, a values of 0 is assigned to this coefficient, 
a value of 10 is assigned in other cases. 

Then, we present three metrics to try to quantify special necessities of an 
user: 

1. typeC onnection = Type of connection to the system. 
2. typeAuthentication = Type of authentication. 
3. reqAccessibility = Requirements of Accessibility. 

Applying the Euclidean distance, the coefficients of the behavior of the Trust 
are defined as: 

Special Requirements — Y typeConnection + typeAuthentication + reqAccessibility ( 4 j 

5 Experimental results 

We estimate our results over 200 registers, each register stores a behavior vec­
tor. We will use this method 5-fold cross validation to estimate accuracy. The 
crossed validation is the standard method to estimate predictions on test data 
for Data Mining and Neural Nets [5]. We split the total of registers in 5 groups 
of same size. We use 4 groups for the training of the model (Training Set) and 
the remaining one for the evaluation of the model(Test Set), then we repeat the 
process 5 times leaving-one-out different partition in each cycle as test group. 
This procedure gives us a very reliable measure of accuracy of the model. Then 
we average the result of these 5 groups to recognize how the model was executed 
over the whole data. Then, we will use the ROC curves (Receiver Operating 
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Characteristics) to visualize the accuracy in the classification, the ROC curves 
are commonly used in the medicine for taking of clinical decisions and in recent 
years have been increasingly adopted by the communities of investigators of 
Data Mining and Learning Machines [6]. 

Given a classifier and one group of instances, there are 4 possible states in 
which the instance can be classified: 

- True Positive (TP).- Intruder that is classified as Intruder by the system. 
- True Negative (TN).- Normal User that is classified as Normal User by the 

system. 
- False Positive (FP).- Normal User that is classified as Intruder by the system. 
- False Negative (FN).- Intruder that is classified as Normal User by the system. 

We are interested in the rate of Intruders detected by the model {True 
Positive) and in the rate of "false alarms" or Normal Users that are classified 
as Intruders {False Positive). To build the ROC curves we are interested in the 
following metrics: 

- The rate of detected intruders; yp+fyv 

- The rate of false alarms: jrpl^jv 

- The global accuracy: TP+TNVFP+FN 

The results of the experiments are summarized in the Table 1. 

Table 1. These are the results of classifying the behaviors of the user in the account 
gMoore@cisco.com organized by the type of used classifier. In spite of the method 
of Deviation Standard had the smallest rate of false alarms and the highest rate in 
Detection of Intruders, the method of Decision Trees detected different registers belong 
to "true intruders" which had not been detected by the Deviation Standard method. 

Classifier 

True positive (TP) 
True negative (TN) 
False positive (FP) (PF) 
False negatives (FN) 
% Detection of Intruders 
% False alarms 
% Total accuracy 

DeviationDecision 
stan­
dard 
77 
73 
7 
3 
96.25 % 
4.75 % 
93.75 % 

trees 

68 
61 
14 
7 
80.00 % 
18.67 % 
80.63 % 

6 Discussion 

Both considered approaches (Standard deviation, Decision trees) works very 
well in the detection of intruders, in spite of Decision trees had a lower value 



104 Omar U. Florez-Choque and Ernesto Cuadros-Vargas 

than Standard deviation, it detected different registers from intruders that those 
detected by Standard Deviation. This suggests that both classifiers can be mixed 
to define a stable and reliable method to implement intrusion detection schemes. 

6.1 Statistic 

In the Figure 2, we visualize the accuracy in the detection of intruders through 
techniques of Statistic and Data Mining. Both ROC curves are concave therefore 
they have a good exchange between detection and false alarms rates. 

The classifier based in techniques of Statistic obtained the highest rate of 
detection of intruder due to this method is based in more recent behaviors of 
the user. Besides it adjusts by itself in the time in a learning way, based in 
the tendency of the behavior function in the time. This method also had the 
highest global accuracy rate. 

I 1 
. 1 0 & • 

ROC and ROC convex hull curves 

•- ' - ROC convex hull Statistic 
••*- ROC convex hull Data Mining 
o ROC Statistic 
-i»- ROC Data Mining 

0 1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
Percentage of false positives (false aianns) 

Fig. 2. ROC curves for the models of detection of intruders based on Statistical and 
Data Mining methods. Notice that curves generated by Deviation Standard have a 
higher detection of intruders rate regarding the curves generated by Decision Trees, 
although they intersect in a percentage of 92% in the detection of intruders for a 
percentage of false alarms of 14%. 

6.2 Data Mining 

The model of detection of intruder based on decision trees had the higher false 
alarm rate. In spite of having 80% in the detection of intruders rate the dif­
ference regarding the model based on Deviation Standard was 14%. The two 
models intersect in a false alarms rate of 14% with a detection of intruders rate 
of up to 90%. 
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7 Related works 

An alternative approach is taken by Forrest et al. [7], who is focused to de­
terminate normal behaviors for privileged process, that is, process that run as 
root {sendmail and Ipr). However in this model is difficult to detect an in­
truder is masquerading as another user because of this approach is based in 
low level features (ports, system calls, processes). Our approach rely on more 
meaningful features (Effort, Memory, Trust and Special Requirements), which 
identify more exactly the behavior of the user into the system. These features 
are inherent to the user, therefore an user can not forget them and a intruder 
can not guess them. Besides we tried to emulate an architecture inspired in the 
principal functions of the Human Immulogical System through lymphocytes (B 
and T). 

8 Conclusions 

We believe the proposed model provides a base to implement a system capa­
ble to recognize intruders according to behaviors of the owner of the account, 
in that sense, we believe that an intruder can guess the password of an user, 
but difficultly , will be able to guess the behavior of the user. We showed that 
the model based on statistical techniques had the higher detection of intruders 
rate, 96.25%. Although the model based in techniques of Data Mining had the 
higher false alarm rate, 18.67%. Therefore we recommend mix both methods, 
these data can help to decide an security administrator to use one of the mod­
els or both, according the specific necessity of security. For example in an critic 
security environment, is more important to have a high grade of detection of 
intruders. On the other hand, in mail servers can be more important the avail­
ability of the service, in spite of this service do not be so exact, thereby a rate 
of false alarms of 18.67% can be acceptable. 
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Abstract. This work-in-progress paper surveys error detection techniques for 
transient, timing, permanent and logical errors in system-on-chip (SoC) design 
and discusses their applicability in the design of monitors for our Autonomic 
SoC architecture framework. These monitors will be needed to deliver necessary 
signals to achieve fault-tolerance, self-healing and self-calibration in our Auto­
nomic SoC architecture. The framework combines the monitors with a well-
tailored design methodology that explores how the Autonomic SoC (ASoC) can 
cope with malfunctioning subcomponents. 

1 Introduction 

CMOS technology evolution leads to ever complex integrated circuits with nanome­
ter scale transistor devices and ever lower supply voltages. These devices operate on 
ever smaller charges. Therefore, future integrated circuits will become more sensi­
tive to statistical manufacturing/environmental variations and external radiation caus­
ing so-called soft-errors. Overall, these trends result in a severe reliability challenge 
for fiiture ICs that must be tackled in addition to the already well-known complex­
ity challenges. The conservative worst case design and test approach will no longer 
be feasible and should be replaced by new design methods. Avizienis [1] suggested 
integrating biology-inspired concepts into the IC design process as a promising alter­
native to today's design flow with the objective to obtain higher reliability while still 
meeting area/performance/power requirements. Section 2 of the paper presents an Au­
tonomic SoC (ASoC) architecture framework and design method which addresses and 
optimizes all of the above mentioned requirements. Section 3 surveys existing error 
detection techniques that may be used in our Autonomic SoC. Section 4 discusses im­
plications on the ASoC design method and tools before section 5 closes with some 
conclusions. 

* This work is funded by DFG within the priority program 1183 "Organic Computing" 
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Fig. 1. Autonomic SoC design method and architecture [2] 

2 Autonomic SoC Architecture and design method 

Figure 1 [2] shows the proposed ASoC architecture platform. The ASoC is split into 
two logical layers: The functional layer contains the intellectual property (IP) compo­
nents or Functional Elements (FEs), e.g. general purpose CPUs and memories, as in a 
conventional, non-autonomic design. The autonomic layer consists of interconnected 
Autonomic Elements (AEs), which in analogy to the IP library of the functional layer 
shall eventually represent an autonomic IP library (AEJib). At this point in time, it is 
not known yet whether there will be an AE for each FE, or whether there will be one 
AE supporting a class of FEs. 

Each AE contains a monitor or observer section, an evaluator and an actuator. The 
monitor senses signals or states from the associated FE. The evaluator merges and 
processes the locally obtained information originating from other AEs and/or memo­
rized knowledge. The actuator executes a possibly necessary action on the local FE. 
The combined evaluator and actuator can also be considered as a controller. Hence, our 
two-layer Autonomic SoC architecture platform can be viewed as a distributed (de­
centralized) observer-controller architecture. AEs and FEs form closed control loops 
which can autonomously alter the behavior or availability of resources on the func­
tional layer. Control over clock and supply voltage of redundant macros can provision 
additional processing performance or replace on-the-fly a faulty macro with a "cool" 
stand-by alternative. 

Although organic enabling of next generation standard IC and ASIC devices rep­
resents a major conceptual shift in IC design, the proposed ASoC platform represents 
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a natural evolution of today's SoCs. In fact, we advocate to reuse cores as they are and 
to augment them with corresponding AEs. 

In order to study the feasibility of our ASoC framework, we already started looking 
in-depth into how to design such SoCs. We adopted a bottom-up approach in which 
we design autonomic building blocks and connect them to build an Autonomic SoC. 
The ultimate objective is to understand how to form an Autonomic IP library and, thus, 
how to design Autonomic SoCs in a systematic and well-established top-down design 
flow. 

3 Existent CPU concurrent error detection techniques 

The human body needs to sense the state of its different organs, e.g. pain or temper­
ature, to let the immune system handle the problem or to try to ask for external help, 
e.g. medicines [1]. In analogy to the human body, the SoC needs to detect errors for 
example to allow a CPU to re-execute an instruction or to ask for a replacement CPU. 

There are three main concurrent error detection techniques: hardware redundancy, 
information redundancy and time redundancy. In our survey, the efficiency of each 
technique is measured by 1) how many different types of errors can be detected (so 
we need to define a fault model and then to evaluate the fault coverage), 2) how much 
overhead (in terms of area, performance and power) the concurrent error detection 
technique induces, and 3) how feasible IP-reuse is, i.e. is it possible to achieve error 
detection in an already existent CPU by adding a separate monitor? 

In [3], an (extended) fault model classification is presented. In fault-tolerant inte­
grated circuits literature, faults are usually classified as permanent [4,5], timing [6], 
transient [7] or design (logic) errors. The most widely used fault model is the single 
error fault, in which different errors don't occur simultaneously. The fault coverage [3] 
of a detection technique is given for a specific fault model. Fault coverage is either 
given by analytical (formal) methods or by simulation. 

A. Hardware redundancy techniques: Hardware redundancy has good fault cover­
age (transient, timing and permanent errors). However, the area and power overheads 
are big. In the particular case of duplication, the monitor will be the duplicated circuit 
and the comparator. In spite of its big overheads, we could use this technique in our 
ASoC project because the percentage of logic parts in modem SoCs is less than 20%. 

B. Information redundancy techniques: There are two different approaches us­
ing information redundancy. The first approach synthesizes HDL descriptions [4] to 
generate so-called path fault-secure circuits. The second approach tries to build self-
checking arithmetic operators to achieve the fault-secure property [5]. The main draw­
back of the first approach towards our ASoC framework is the difficulty in separating 
between the fiinctional and autonomic layers. Self-checking designs give fault-secure 
arithmetic operators for stuck-at faults (permanent faults) with low area overhead but 
their use requires redesigning existing IP-libraries. 

C. Time redundancy technique: The time redundancy technique was proposed to 
detect transient errors. Transient errors can be modeled by SEU (Single Event Upset) 
and SET (Single Event Transient) [8]. 
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The idea of Nicolaidis [7] is to benefit fi'om the fact that a transient error will occur 
only for a short duration. Hence, if we sample a primary output at two successive 
instants separated by a duration larger than that of the SET pulse, we will be able—in 
theory—to detect all SETs. Figure 2 presents this scheme. 

Simulations [9] on adders and multipliers showed that this scheme detects around 
99% of SETs (an SET can escape from detection because of reconvergent paths). It 
also detects SEUs and timing errors. The area overhead depends on the circuit area 
per output parameter. Razor, a similar time redundancy technique for detection and 
correction of timing errors was suggested in [6]. 

These time redundancy techniques are very interesting for our ASoC framework 
and could be integrated in a systematic way to protect circuits against transient and 
timing errors. Also, the separation between the functional and autonomic layer is quite 
simple; for instance the monitor for Nicolaidis scheme (Fig. 2) will include the extra 
latch and the comparator. 

D. Combination of Hardware and Time Redundancy: The Dynamic Implementa­
tion Verification Architecture (DIVA) [10] incorporates a concurrent error detection 
technique to protect CPUs. We can classify it either as a time redundancy and/or a 
hardware redundancy technique. The baseline DIVA architecture (Fig. 3a) consists 
of a (complex) processor without its commit stage (called DIVA core) followed by 
a checker processor (which consists of CHKcomp and CHKcomm pipelines, called 
DIVA checker) and the commit stage. 

The DIVA checker checks every instruction by investigating in parallel (Fig. 3 a) 
the operands (re-reading them)and the computation by re-executing the instruction. In 
case of an error, the DIVA checker, which is assumed to be simple and reliable, will fix 
the instruction, flush the DIVA core and restart it at the next program counter location. 
Physical implementation of a DIVA checker has an overhead of about 6% for area and 
5% for power [11]. 

We believe that in very deep sub-micron technologies a checker which is reliable 
enough is difficult to achieve and could also result in a large area overhead. We suggest 
a modified version of DIVA in which both the DIVA core and checker re-execute an 
errant instruction, so that the checker no longer needs to be reliable. 

The modified DIVA (Fig. 3 b) only checks the CPU computation and protects the 
DIVA core/memory interface and the register file with error correcting codes (ECC). 
Therefore, the DIVA checker no longer needs to access the register file and data cache, 
eliminating structural hazards between the DIVA core and checker. The fault coverage 
of both DIVA versions includes transient, timing, permanent and logic errors. In both 
DIVA versions, it is mandatory that the error rate is bounded not to decrease perfor-
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Fig. 3. DIVA architecture, (a) Baseline DIVA architecture [10], (b) Modified DIVA architecture 

mance. DIVA cannot be inserted in a systematic way to protect existent CPUs because 
there are no standards in designing CPUs. Hence, a designer should study the CPU ar­
chitecture and implementation and then separate the commit stage to be able to insert 
the DIVA checker. Nevertheless, we should mention that the separation between the 
functional layer and the autonomic layer is clear (the DIVA checker is the monitor). 
Also, DIVA enables us to re-use existent CPUs by identifying their commit stage. 

We decided to use the modified version of DIVA to build autonomic CPUs because 
it allows us to separate ftinctional and autonomic layers, permits IP-reuse and has the 
best fault coverage when compared to other detection techniques: it detects transient, 
timing, permanent and logic errors with a fault coverage close to 100%. The draw­
backs of the other techniques are either big overheads (duplication, path fault-secure 
circuits), limited fault coverage (transient and timing-error detection oriented tech­
niques (Nicolaidis and Razor), or restrictions to just stuck-at detection (Self-checking 
designs)). 

4 Design Methodology and architecture for ASoC 

A successful design of Autonomic SoCs needs a well-tailored design methodology that 
explores the effect of the AEs to cope with malfunctioning subcomponents. Our ASoC 
design methodology (Fig. I) follows the established platform-based design approach, 
where a predefined platform consisting of a set of architectural templates is optimized 
for a given application with respect to several design constraints like area, performance 
and power consumption. In the context of this paper, the traditional process is extended 
by adding the autonomic layer to the platform model and considering reliability as 
an additional parameter. Therefore, the evaluation process now has to deal with the 
effects of the AEs—which include algorithms to support self-optimization—as well as 
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with the AEs' relationship to system reliability. The evaluation process results in an 
optimized set of FE/AE parameters including provision of an a priori knov^fledge for 
the evaluators at the autonomic layer. 

The design methodology will decide where and how many of the aforementioned 
error detection units the ASoC will need to meet the application's reliability require­
ments. The error detection units will be part of the AEJib. 

As the resulting ASoC will be able to change parts of its design during run time it 
will need design time information. In particular, the ASoC will need a priori knowl­
edge about the application's behavior when an error occurs and, more importantly, 
about how the system has to self-modify to handle the error. The design methodology 
will gather this knowledge by injecting errors according to the error model into the 
application and architecture model and analyzing the consequences. The knowledge 
will be implemented distributed over the AEs in a self-organizing algorithm. 

However, it won't be feasible to explore for all possible combinations of errors. 
For the explored error situations the self-organizing algorithm can react as given by 
the a priori knowledge. For the unexplored error situations it must be able to derive 
applicable measures but still meet the application constraints like temperature, timing 
and power consumption. The XCS classifier system presented by Wilson et al. [12] is 
capable to do this. 

Registers attached to the error detection units will count the detected and corrected 
errors within a sliding time interval. When the counter exceeds some threshold, the 
self-organizing algorithm will take the necessary measures to correct for the error. 
It is also possible to provide a way to make the reliability information accessible to 
the application. With this, not only the hardware but also the application can adapt 
to varying reliabilities of some components, e.g. by rescheduling tasks to some more 
reliable CPU. 

5 Conclusions and Outlook 

This paper presented an Autonomic SoC architecture framework and design method. 
We are going to build an Autonomic CPU based on the LEON processor [13]. This 
will help us to evaluate the design effort, overheads and the gain of reliability achieved 
by our method. Later, we will build autonomic memory and autonomic interconnect; 
the ultimate objective is to get an ASoC architecture and design method integrating 
biology-inspired concepts. 
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Abstract. Self-optimization is a promising approach to cope with the 
increasing complexity of today's automation networks. The high complexity is 
mainly caused by a rising amount of network nodes and increasing real-time 
requirements. Dynamic hardware reconfiguration is a key technology for self-
optimizing systems, enabling, e.g., Real-Time Communication Systems 
(RCOS) that adapt to varying requirements at runtime. Concerning dynamic 
reconfiguration of an RCOS, an important requirement is to maintain 
connections and to support time-constrained communication during reconfigu­
ration. We have developed a dynamically reconfigurable Ethernet switch, 
which is the main building block of a prototypic implementation of an RCOS 
network node. Three methods for reconfiguring the Ethernet switch without 
packet loss are presented. A prototypical implementation of one method is 
described and analyzed in respect to performance and resource efficiency. 

1 Introduction 

A prerequisite for the realization of self-optimizing systems is the availability of a 
hardware infrastructure that is able to adapt to changing application demands at 
runtime. Traditionally, embedded real-time systems have been designed in a static 
manner for pre-assigned hardware platforms [1]. The hardware in these systems is 
fixed and flexibility is only provided by software. In contrast to this we use 
dynamically reconfigurable hardware, which offers an additional degree of fiexibility 
due to its ability to change the hardware structure at runtime [2]. In the context of 
dynamically reconfigurable real-time systems [3] new methods have to be developed 
to meet the real-time requirements in particular during the reconfiguration process. 
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optimizing Concepts and Structures in Mechanical Engineering - University of Paderbom, 
and was published on its behalf and fiinded by the Deutsche Forschungsgemeinschafl. 
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In this paper we introduce reconfiguration methods for a Real-Time 
Communication System (RCOS). Our aim is to develop an RCOS for self-optimizing 
mechatronic systems that efficiently uses the available hardware resources. Self-
optimizing systems are able to adapt automatically to dynamically changing 
environments and user requirements. For an efficient use of the resources, the tasks 
that control the actors and observe the sensors are distributed to appropriate 
computing nodes of the system. As a consequence, the real-time requirements and 
the communication requirements vary as the distribution of tasks changes in the 
considered mechatronic systems. In order to enable the adaptation to changing 
environments reconfiguration from the application level down to the hardware level 
is a required key technology. 

The basis of our RCOS is formed by network nodes that allow setting up line and 
ring topologies. Each node consists of at least two network interfaces that connect 
the node to its neighbors and to an embedded processor. In order to be able to adapt 
the network nodes to changes in protocols and interface requirements, which can not 
be foreseen, we use an FPGA for the implementation of the network interfaces. The 
architecture of the reconfigurable RCOS network node is shown in Fig. 1. 

The RCOS node handles two different types of data streams: data originated 
from or terminated at the processor and streams that are simply passed through. If 
network traffic is rather small or if real-time requirements are low or even 
nonexistent, comparatively simple network interfaces are sufficient, which occupy 
only a few resources. In this case, data packets are forwarded from one port to 
another by a software implementation on the embedded processor. This causes a high 
load for the processor, the internal bus and the memory while the FPGA resources 
can be utilized by other applications. If the software implementation is not able to 
deliver the required performance, e.g., due to increasing bandwidth or real-time 
requirements, the two separate interfaces are substituted by a single integrated 
hardware switch during runtime. This switch is able to forward data packets 
autonomously and, as a consequence, manages a much higher amount of traffic. 
However, the structure of this switch is more complex and requires additional FPGA 
resources, which are no longer available for other applications. 

The idea to use reconfigurable logic for the integration of network applications 
into the network interface has been realized, e.g., by Underwood et al. [4]. 
Comparable network interfaces have been used for server and network applications, 
e.g., web servers, firewalls [5], and virus protection [6]. If the RCOS is implemented 
in an FPGA, packets that are stored in the active switch implementation may be lost 
if the switch is overwritten with a new one. Real-time requirements can only be 
supported if no packet loss is caused by the reconfiguration process. Therefore, three 
methods for the reconfiguration of RCOS network nodes without packet loss will be 
introduced in Section 2. Prerequisites for these methods are a packet based 
communication protocol and the possibility to implement both the software switch 
and the hardware switch simultaneously on the FPGA during reconfiguration. The 
RCOS network node is prototypically implemented by a dual-port Ethernet switch. 
Switched Ethernet technology is commonly used in real-time communication 
networks in the area of industrial automation, e. g.. Industrial Ethernet [7] and 
PROFINET [8]. 
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Fig. 1. RCOS network node 

A prototypical implementation of our switch has been realized with our 
RAPTOR2000 System, a Rapid Prototyping System developed at the System and 
Circuit Technology research group at the University of Paderbom [9]. Xilinx Virtex-
II Pro FPGAs are used, which comprise two embedded PowerPC processors in 
addition to fine-grained reconfigurable hardware resources. The Ethernet switch is 
implemented either in software or in hardware, as detailed in Section 3. For the 
prototypical implementation, the reconfiguration is triggered by the network load, 
which is continuously measured. 

2 Strategies for Reconfiguration 

The basic principles of dynamic reconfiguration of network interfaces without packet 
loss have been presented in [4], Based on this theoretical approach, we present three 
reconfiguration methods and analyze their practical relevance. To avoid packet loss 
for all of the three alternatives, both the software switch and the hardware switch 
have to be active during reconfiguration in order to maintain connections to 
neighboring nodes. Furthermore, the transmit and receive processes have to be 
switched separately. As depicted in Fig. 2 the access to the shared Media 
Independent Interface (Mil) is controlled by a hardware multiplexer. If currently no 
Ethernet packet is received the hardware switch is allowed to switch over the ports 
from one switch to the other switch. Hence, we use the Inter-Frame Gap (IFG) of the 
Ethernet protocol to hand over interface control. 

In our first approach, the hardware multiplexer immediately switches the signals 
of the receive process to the "new" configuration if the reconfiguration is started 
within an IFG. Subsequently, received Ethernet packets are written into the receive 
buffers of the "new" configuration. Ethernet packets, which are still in the "old" 
configuration, must be copied to the transmit buffers in the "new" configuration to 
terminate the reconfiguration of the receive process. 
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Fig. 2. Architecture of the reconfigurable switch 

The transmit process of the "old" reconfiguration transmits all Ethernet packets 
residing in the send buffer before the hardware multiplexer can switch over the 
transmit signals. Due to the Ethernet standard, the transmit process has to keep a 
minimal IFG between two packets, even during the reconfiguration process. 
Therefore, the duration of a minimal IFG must elapse since the last transmission of a 
packet, before the signals are switched to the "new" configuration. 

A rearrangement of the packet sequence can occur, if the hardware switch 
forwards a "new" packet before the copy operation from the software switch is 
finished. But the benefit of this method is a fast activation of packet forwarding by 
the hardware switch. Hence, no buffer overflow can occur during reconfiguration. 

An alternative reconfiguration method is to forward the packets stored in the 
receive buffer of the "old" configuration to the transmit buffer of the "old" 
configuration by software. New arriving packets are directed to the hardware switch. 
The hardware multiplexer switches the transmit signals only when both the receive 
buffers and the transmit buffers become empty. Concerning the reconfiguration 
speed, this method is equal to the method described above, because only the write 
destination has changed. This method has a drawback if the processor is not able to 
forward all packets with the maximum data rate. The switching of the transmit 
signals to the "new" configuration is delayed by the copy operation. In this case, the 
hardware switch is not able to forward new arriving packets, because the transmit 
signals are still blocked. The risk of a buffer overflow in the hardware switch is 
present. Larger receive buffers can compensate for this risk. The advantage of this 
method is that no rearrangement of the packet sequence can occur. As a third 
alternative, the transmit signals can be switched immediately to the "new" 
configuration. Therefore, the processor move the content of the transmit buffer of the 
software switch to the transmit buffer of the hardware switch. This method allows a 
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fast activation of the transmit process of the "new" configuration. The processor has 
to verify if receive and transmit buffers are empty. If necessary, the processor copies 
the packets to the corresponding transmit buffers, requiring additional processing 
time. The processor has to flush the transmit buffers first, to avoid a rearrangement 
of the packet sequence. In contrast to the second method that has been described, a 
rearrangement during the reconfiguration process is possible in this approach. Using 
this method, no status information must be given to the hardware multiplexer, e.g., 
no information about the receive and transmit buffer status is required. As described 
above, the reconfiguration process is finished when the reconfiguration of both 
receive and transmit processes is accomplished. Maintaining the original packet 
sequence cannot be guaranteed with the first and with the last presented 
reconfiguration method. This does not mean that the second method is the only 
possible solution, but the other methods require packet numbering and reordering 
functions. The first method allows for a fast activation of the hardware switch, but a 
rearrangement of the packet sequence is possible. The second method avoids a 
rearrangement of the packet sequence, but the reconfiguration process is delayed by 
the copy operations. The third method can be used if no status information of the 
MACs (Media Access Controller) is available. In this case, the processor is 
responsible for redirecting the remaining packets, thus decreasing the reconfiguration 
speed. In our prototypical implementation we used the first method to demonstrate a 
reconfiguration without packet loss. Due to performance issues of the embedded 
processor, and in order to achieve a minimum buffer size, our application requires a 
fast activation of the hardware switch. 

3 Implementation of a dynamically reconfigurable Ethernet 
switch 

The dynamically reconfigurable Ethernet switch consists of a software switch and a 
hardware switch. The software switch comprises two Ethernet Media Access 
Controllers that are connected to the system bus of the SoPC. For each port of the 
switch, one Ethernet MAC is required. The switching decision is made by the 
processor. I.e., the processor checks the destination address field of the Ethernet 
packets and copies the data from the receive buffer into the transmit buffer, if the 
packet has to be forwarded to another Ethernet port. The whole Ethernet traffic is 
transferred via the system bus. The hardware switch has the same capabilities as the 
Ethernet MACs. In contrast to the software switch, the switching decision is carried 
out in hardware. Therefore, the processor and the system bus are released from 
performing network infrastructure tasks. 

For being able to implement the proposed RCOS we have developed an Ethernet 
MAC for Xilinx FPGA, which supports dynamic reconfiguration without packet 
loss. Therefore, the Ethernet MAC has to generate status information for the 
processor (e.g., network load and buffer state). In order to maintain the IFG between 
two Ethernet packets during the reconfiguration process, the transmit process has to 
be suspended. Additionally, packets already queued in the Ethernet MAC have to be 
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prevented from being transmitted before the multiplexer has switched the transmit 
signals to the Ethernet port. 

In addition to a software implementation of the Ethernet-switch, a hardware 
switch has been implemented, which relieves the processor of network infrastructure 
tasks. In order to avoid the transmission of corrupt packets, the hardware switch uses 
the store-and-forward switching method. It consists of two independent cross-
connected sub-switches, which are connected to the system bus. One sub-switch 
component is able to forward packets in one direction. The sub-switch component is 
an extension of the Ethernet MACs presented before. It integrates an additional 
buffer for receiving and forwarding the packets that are not destined for the 
processor. Because of the hierarchical structure of our switch, the Ethernet software 
driver for both the software switch and the hardware switch are the same. For a 
reconfiguration of the switch no adaptation of application software is necessary. 

Reconfiguration Options 
To cope with the real-time requirements, the reconfigurable switch is able to collect 
information that is relevant for quality of service managment. Based on this 
information the Ethernet switch can be reconfigured. One of the measured 
parameters is the network load, which is determined by the MACs in our hardware 
implementation. The length of an Ethernet packet varies between 72 Bytes and 1526 
Byte (8 Byte Preamble and Start-of-Frame-Delimiter included). But the 
measurement of the network load should not depend on the packet size, as far as 
possible. This can be achieved by measuring the time the data-valid signal (RX_DV) 
of the Mil interface is active in a predefined interval, because RX_DV determines 
the beginning and the end of an Ethernet packet. Thus, the network load is calculated 
according to equation (1). 

L is the network load in percent, where 100 % network load corresponds to the 
maximum data rate. The factor K represents the number of IFGs, occurring in the 
measurement interval T. IFG„i„ represents the minimal IFG (0,96 ^s for 100 MBit/s) 
of the applied Ethernet protocol. RXactive is the time, in which the RX_DV signal is 
set. This way of measuring the network load is independent on the packet size. In our 
prototypical implementation the reconfiguration from the software switch to the 
hardware switch is started if the network load exceeds 20 %. 

Another possibility to maintain the real-time requirements is to reconfigure the 
Ethernet switch depending on the buffer state. Therefore, an impending buffer 
overflow is signaled to the processor by the MAC. In this case, the processor initiates 
a reconfiguration from the software to the hardware switch. Because the buffer is 
able to save further incoming packets during the reconfiguration process, packet loss 
is avoided if the reconfiguration is fast enough. 



A Reconfigurable Ethernet Switch for Self-Optimizing Communication Systems 121 

NodeA NodeB NodeC 

Fig. 3. Demand for low latency 

A third alternative to optimize the efficiency of the communication system is to 
adapt the forwarding latency caused by the switch. Fig. 3 shows a typical situation in 
an RCOS. Node A, B and C are connected in a line topology. If Node A demands for 
a low latency to Node C, Node A sends a message to Node B. Node B initiates its 
reconfiguration and is now able to offer low forwarding latency. While the first two 
approaches that have been described above perform their optimizations based on 
local information, the third approach enables a self-optimization of distributed 
systems based on an interaction of the network nodes. 

4 Performance evaluation 

The latency of both switch configurations has been analyzed by means of a 
measurement circuit integrated in the switch implementation together with a network 
load generator. The network load generator has been configured to send packets with 
varying packet length to evaluate the correlation between packet size and latency. 
The values for the packet size given in this paper are related to the data field of the 
Ethernet protocol. The complete packet size can be calculated by adding 26 Bytes for 
the Ethernet header. 
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Packet Size (Byte) 

Fig. 4. Measured latency of the software switch and of the hardware switch 
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Because both the hardware switch and the software switch are store-and-forward 
implementations, the latency of both switches linearly depends on the packet size, as 
shown in Fig. 4. But the gradient of the latency of the software switch is 3.92 times 
higher than the gradient of the latency of the hardware switch. The main reason for 
the higher gradient is that the processor copies the Ethernet packets from one MAC 
to memory and from memory to the other MAC in the software implementation. The 
perturbation in the linearity of the latency graph is caused by processor operations 
that require a variable number of clock cycles, e.g., due to fetching instructions from 
external memory or from the instruction cache. Because of the high latencies, the 
software switch achieves in the worst case (i.e., for minimum packet size) a 
maximum data rate of 18 MBit/s, i.e., no packet is lost up to this data rate. 

In contrast to the software switch the hardware switch supports the full data rate 
of Fast Ethernet (100 Mbit/s). In this implementation the perturbation in the latency 
graph is due to the integrated hardware monitor, which observes two buffers 
sequentially: one buffer for the processor queue and one for packet forwarding. If the 
hardware switch observes the buffer of the processor while a packet is "ready" to be 
forwarded, the latency increases by one clock cycle. 

The easiest way to dynamically reconfigure from the software switch to the 
hardware switch is just to overwrite the first switch with the second one. Obviously, 
during reconfiguration no packets can be forwarded in this case. Reconfiguring the 
FPGA for exchanging the switches takes about 10 ms. During this reconfiguration 
period no communication via the switch is passible. In the worst case this results in a 
loss of more than 1400 packets. This problem can be solved by using both switches 
in parallel and by managing the reconfiguration with one of the three proposed 
methods. 

Start of 
reconfiguration 

End of 
reconfiguration 

RX_DV-

TX EN 2 -

irnr 1 

TJTYT 
73,8 JJS— 

1 
Fig. 5. Illustration of the packet flow during reconfiguration 

For testing the proposed approach that uses both switches in parallel during 
reconfiguration, the reconfiguration has been initiated by forcing an impending 
buffer overflow in order to verify a lossless reconfiguration. In this scenario, the 
reconfiguration is initiated if two packets reside in the receive buffer. Five packets 
with a size of 100 Bytes were sent to the switch, as shown in Fig. 5. The RXDV 
signal indicates incoming packets; the TX_EN_2 signal indicates the outgoing 
packets. The first marker Fig. 5 represents the start and the second marker the end of 
the reconfiguration process. We have measured a time of 73.8 us for the 
reconfiguration process (i.e., the time between marker one and two). In this time 7 
packets can reach the switch and have to be buffered or have to be forwarded. 
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Because at least one switch is always active, no packets are lost during 
reconfiguration. 

Table 1 shows the resource utilization of the software switch, of the hardware 
switch and of both the hardware switch and the software switch during the 
reconfiguration process on the Virtex-II-Pro-20 FPGA in terms of required Slices 
and BlockRAMs. The results have been obtained by synthesizing the design with 
Xilinx ISE 6.1. The packet forwarding of the software switch is executed by one of 
the two embedded PowerPC processors. The software switch comprises 24 kByte of 
Block RAM while the hardware switch occupies 36 kByte due to an additional 
buffer, which is required for communication with the processor. Therefore, the 
switch requires 60 kByte for buffering during reconfiguration (when both switches 
are active). 

Table 1.: Resource requirements of the switch implementations 

Parameter 

Resources 

Slices 

RAM16 

Software switch 

Used/Total 

2523/9280 

44/88 

% 
27 

50 

Hardware switch 

Used/Total 

6640/9280 

52/88 

% 
71 

59 

Switch during reconfiguration 

Used/Total 

9167/9280 

64/88 

% 

98 

72 

As expected, the high performance of the hardware switch (in terms of low 
latency and high bandwidth) comes with the cost of large area requirements on the 
FPGA. If this high performance is required, there is no alternative to a hardware 
implementation. But if low bandwidth requirements come together with low or no 
real-time requirements, a small software based network interface is sufficient. In this 
case the hardware resources of the switch can be used, e.g., to speed up other 
applications. In order to support a lossless reconfiguration, it is a must that both 
switch implementations (hardware and software) are able to run concurrently. 
Therefore, the required FPGA resources for our system are at least given by the sum 
of the resources of both switches. During reconfiguration nearly 100 % of the Virtex-
II-Pro-20 FPGA Slices are occupied (cf Table 1). After reconfiguration, 30 % of the 
FPGA resources are available if the hardware switch is active and about 70 % of the 
reconfigurable logic is available if the software implementation is executed by the 
processor. 

5 Conclusion 

In this paper we have introduced methods to use the dynamic reconfiguration 
capability of FPGAs in real-time communication without violating real-time 
requirements. A dynamically reconfigurable dual-port Ethernet switch has been used 
as an example for a prototypical implementation of our approach. The Ethernet 
switch is able to adapt to changing requirements of an application during runtime. A 
software switch has been developed for minimum resource consumption and a 
hardware switch has been realized for maximum performance. The Ethernet switch 
detects increasing communication requirements by continuously measuring the 
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network load. These mechanisms enable a self-optimization of the communication 
infrastructure in distributed systems. The implemented reconfiguration methods 
described in this paper support loss-less packet processing even throughout the 
reconfiguration, which is necessary to guarantee real-time behavior in 
communication systems. 
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Abstract. Coordination of altruistic agents to solve optimization prob­
lems can be significantly enhanced when inter-agent communication is 
allowed. In this paper we present an evolutionary approach to learn op­
timal communication structures for groups of agents. The agents learn 
to solve the Online Partitioning Problem, but our ideas can easily be 
adapted to other problem fields. With our approach we can find the op­
timal communication partners for each agent in a static environment. 
In a dynamic environment we figure out a simple relation between each 
position of agents in space and the optimal number of communication 
partners. A concept for the establishment of relevant communication 
connections between certain agents will be shown whereby the space 
the agents are located in will be divided into several regions. These 
regions will be described mathematically. After a learning process the 
algorithm assigns an appropriate number of communication partners for 
every agent in an - arbitrary located - group. 

1 Introduction 

Multi Agent Systems (MAS) and Swarm Intelligence (SI) are two quite recent 
but very promising topics in current computer science research. SI deals with 
large sets of individuals or agents that can be seen as a self organizing sys­
tem showing emergent behaviour [1] [2]. Ideas from biology are used often and 
successfully to solve (optimization) problems in the computer science area. In 
both fields, communication between the single agents or particles plays an im­
portant role. In nature this communication is, for instance, realized with the 
environment as communication partner, the so called stigmergy concept, first 
introduced by the biologist Grasse [3], or with special dance moves that can be 
found at several bee colonies [4]. In both examples the concept of locality and 
self organization plays an important role. In most swarms, flocks or schools in 
nature we can hardly observe global communication. 

If we have to solve an optimization problem and need inter-agent communi­
cation to enhance or even enable solutions, we could make use of a complete 
communication structure that allows direct communication between all pairs 
of agents. But if we are in settings that deal with a huge number of agents, 
such complete structures might produce high communication costs and/or are 
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not manageable because of information inferences or other real world problems. 
Therefore, it would be nice if we would have a concept that can produce a very 
small and cheap communication structure without significantly reducing the 
quality of the solution. 
In this paper, we consider the Online Partitioning Problem (OPP) introduced 
in [5]. This problem, which is located in the area of Multi Agent Systems and 
Swarm Intelligence, deals with the association of agents with very limited and 
mostly local knowledge with different tasks represented as targets. The agents 
distribute themselves in an Euclidean space according to the following three 
objectives: 

(1) The agents have to he distributed uniformly, 
(2) Minimize the overall distance toward the targets. 
(3) The abilities of the agents should he very simple. 

Each of these goals is oppositional to any other, so we look for the best possible 
solution fitting in all objectives in quite an acceptable way. The knowledge 
of each agent is limited to a (preferable small) communication radius. They 
are able to communicate with their direct neighbours and know the distance 
to all targets according to their position. A more detailed description of the 
abilities of the agents can be found in [5]. There, several basic strategies have 
been presented to distribute a small number of agents onto two targets, coping 
with the three objectives mentioned before. It turns out that the communicative 
strategies perform better than the non-communicative ones. In general, Mataric 
discusses in [6] some advantages of using communication in multi agent systems 
to reduce locality by addressing two key problems, the hidden state and credit 
assignment problem. 

In this paper we present an algorithm that is able to construct a successful 
communication structure to solve the OPP by defining useful communication 
connections between agents. This is done by dividing the space into regions 
depending on the position of each agent in relation to the targets and by learning 
an ideal number of communication partners for agents in these regions. 
This paper is organized as follows. In the next section some terms will be defined. 
As an introduction, we roughly present an idea that deals with static settings. 
In the main section 4 we present our approach for dynamic groups of agents 
and do some mathematical considerations of the single regions we divided the 
space into. To show the quality of our approach we present in section 5 several 
simulation runs. 

2 Definitions 

In this paper, we denote the set of all agents with A = {a i , . . . , a„} and the 
set of targets with T = {ti,...,tm} {n,m € N). d{pi,p2) defines the geometric 
distance between two points in the Euclidean space. This function works in the 
same way if we consider two arbitrary agents a and a' or an agent a and a 
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target i, then d{a, a') and d(a, t) calculate the distance between the positions 
of two agents or between an agent and a target, accordingly. 

3 The static approach 

In this section we consider a static setting, i.e. a set of agents on fixed positions 
in a two-dimensional, Euclidean space dealing with the OPP. They have to de­
cide for one target regarding the objectives we mentioned in the introduction. 
For given parameters dictating communication costs and parametrizing the ob­
jective function for the OPP we try to find an optimal communication structure 
among the agents. Because of the unknown structure and the size of the solution 
space we make use of a genetic algorithm to search for good solutions. With 
this approach, a solution that optimally fulfils an evaluation function can be 
found very fast. We will give only a rough idea of this algorithm, more details 
and the results can be found in a master thesis [7] that was done under our 
supervision. 

3.1 Evaluate the Quality of a Communicat ion Structure 

The quality or fitness / of a communication structure can be calculated at any 
time by the following formula. The notation is related to the notation in [7]. 
We sum up the single optimization criteria, i.e. the partitioning quahty, the 
distance quality and the communication costs, and weight the single parts. 

I Ubi\ / E min {6(ai,tj))\ ( V V n,. .x • ̂ Cn,.. n,.1 \ 

n Oi / \ S S{<ii,target{ai)) E E S{a.i,aj) 

with a-l- /3-H7 = l ; a , / 3 , 7 > 0 

In this formula, &, denotes the number of agents that have chosen the target 
ti in the current partitioning decision and Oj the number of agents that would 
have chosen target U in an optimal partitioning. target{ai) defines the target 
currently chosen by agent Oj and c{i,j) is either 1 or 0 depending on the exis­
tence of a directed communication link from agent Ui to Uj. The highest possible 
fitness is / = 1.0. 

3.2 T h e genet ic a lgori thm 

We implemented a standard genetic algorithm and guide the search among 
all possible communication structures by the mentioned fitness function that 
consist of three summands representing the different objectives. Therefore, we 
consider a multi-objective optimization problem and its single objective repre­
sentation. 
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One individual in our GA is a n x n-matrix C describing the connectivity of the 
agents among each other. A ' 1 ' on position (i, j ) allows agent â  to communi­
cate with agent aj (directed communication). In other words, C is the adjacency 
matrix of the communication graph of the agents. 
As a selection operator we use the Best selection and for mutation we simply 
swap bits in C with a low probability. The crossover method is a modification 
of the Single-Point Crossover. We apply this operator to two communication 
matrices Ci and C2 by choosing a random field {i,j) with i,j € [l;n] in the 
communication matrix. The two new individuals will exchange a corresponding 
rectangular part of the matrix defined by {i,j) as the upper left and {n,n) as 
the lower right corner. 

4 The Dynamic Approach 

In the former section we introduced a static approach to learn optimal commu­
nication structures for a given set of fixed agents. But this structure strongly 
depends on the special setting it was trained on and cannot be used for other 
groups of agents or other positions of the same agents, especially if we con­
sider communication costs that are constrained by the distance between two 
communication partners. In this section, we will present an idea to learn a use­
ful communication structure that is independent from the distribution of the 
agents in space. 

Therefore, we construct a communication network for a dynamic setting in a 
totally different way. The agents do not learn what the best communication 
partners are, but they try to find out how many communication partners are 
useful for the position they are located at (depending on the position of the tar­
gets). That means, the agents learn a function that connects a region that can 
be computed locally with an ideal number of communication partners. Since 
the agents do not know the extension of the simulation area, the agents have to 
calculate the area they are in only with regard to the distances to the targets. 
Therefore, we calculate a g-value for each agent position {x, y) by 

_ rnin(6{{x,y),ti),...,&((x,y),tr,)) ^ 

"'^ max{S{{x,y),ti),...,S{{x,y),tn)) 

Or, to put it in a more informal description, we calculate the quotient for each 
agent position by dividing the distance to the closest target by the distance to 
the farthest target-'. With this procedure we can calculate values that represent 
the area an agent is in without paying attention to its real distance. In the 
further text we will call this value the g-value. Because we are in a continuous 
space, there is an infinite number of different ^'-values. Therefore we combine 
the different g-values in intervals of the same size. For I categories, we obtain 
the following intervals / i , . . . , 7j with 

In this paper we focus on settings with two targets. If we would consider a higher 
number, we maybe will have to make the calculation of the q-value more compli­
cated. This will be focus of an upcoming paper. 
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Ik 
" ' " ; 11 for k = l 

4.1 Our Approach 

We solved the Online Partitioning Problem (OPP) for huge agent sets and 
enhanced the knowledge base of a selection of agents by enabling communication 
with its neighbours. 

Table 1. The number of communication partners based on the 5-interval. For each 
interval, an appropriate number of communication partners can be defined. 

(J-interval 
number of communication partners 

h 
ni 

h 
" 2 

h 
ni 

Therefore, the agents have to learn the number of communication partners 
depending on the ^-interval they are located in. Or, in other words, they learned 
an appropriate assignment for each rij in table 1. We call such a table g-table. 

4.2 Size and Propert ies of the g-Intervals in Space 

In this section we will give a short mathematical insight into the regions we 
created with our intervals. We consider an arbitrary g-value, denoted by q'. All 
positions in space that produce exactly the value q' are located on two circles 
with the same radius r around two centre points. The targets are somewhere 
inside this circles. The distance between the two targets is fixed and denoted 
by 73. 

Theorem 

All points in space that have one specific g-value according to two targets 
t i and 2̂ on positions ( i i^ , i i ) and (t2»;^2,j) he on the circles Ci and C2 with 
centre points 

1 - g2 y ' \̂  i^q. 

and radius r = , "> °A, . 
( 1 - 9 ' ' ) 

Proof 

q is calculated for an arbitrary point p = {x, y) by the formula 

dist. to nearest target 
dist. to farthest target 

Without loss of generality we assume that target 2̂ is the nearest one and ii 
the farthest one. Therefore, q can be expressed by: 
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-i? "#: fe ^r. 

(a) (b) 

Fig. 1. Figure (a) siiows the distribution of the g-values when calculated for arbitrary 
positions in space. Each grey tone represents one specific g-interval. In this example 
there are 30 different ^-intervals. In (b), the circles for the interval borders (here we 
have 12 intervals), obtained by our mathematical examination, are visualized. They 
perfectly cover the regions. 

This can be transformed to: 

i^tL+o^-tL -tL - * L , / i , - , 2 . t , N2 fu-g^-t, 
1 -q^ ^{^^-i^r^i^. 

and this can be simplified to a standard circle equation: 

v( i -9=)y . - l ^ ^ - f ^ i ^ Jy- <''^-''-'' 
i - g 2 y ; y \ i _ ,2 

These are centre point Mi and radius r in our Theorem. If target ti is the near­
est one, we obtain the other centre point M2 by using the same transformations. 

n 

4.3 T h e Genet ic Algor i thm 

There is a huge number of possible assignments for such a structure as presented 
in table 1, especially when dealing with large numbers of agents. Each n, can be 
assigned to a value from {0,..., (n — 1)} with n = | ^ | representing the number 
of agents. Therefore, we have (n — 1)' possible assignments. We use a genetic 
algorithm to search for good ones because we have no prior information about 
the structure of the solution space. The fitness of a solution obtained with a 
table assignment is the quality of the solution of the OPP . It is set in relation 
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to the optimal solution, regarding communication costs, and is calculated by 
the formula: 

fitness{tableAssignment) = a • fitnessopp + (1 — CK) • fitnesscomTnunication 

The fitness of a OPP solution is calculated as in [8] by 

fitnessopp — 0 • 

We use the same notation as we did in section 3. 

The Communicat ion Costs in the fitness function will be calculated by re­
garding the communication distances between two agents that are allowed to 
communicate. The number of communication partners is defined in the g-table. 
When establishing Uk connections for an agent located in the interval Ik, this 
agent will create communication lines to its rik nearest agents. The sum of these 
costs will then be set in relation to the maximum costs for communication that 
could appear if it holds for each entry in the g-table that n, is equal to (n — 1). 
Hence, we can define a partial fitness function for the communication costs: 

q — table defined communication graph costs 
fttneSSCammunication = T " : 7 : 

complete communicatton graph costs 
We assume that a subset of agents that own communication connections among 
each other will be able to calculate an optimal partial solution for the OPP. 

The crossover operator is simple, we use One-Point Crossover. Therefore, a 
random point p from {1, ...,1} is chosen. Then we create two new ^-tables by 
recombining the tables from two parental individuals split at this particular 
point (or column) p. We think that we can maintain coherences between the 
table entries with this operator if they exist. 

For the se lect ion of individuals for the next generation we implemented the 
Roulette Wheel and the Best selection. In comparison runs the Best selection 
shows slightly better results, therefore we made our final experiments with this 
method. For both algorithms, we use a (/i, A)-scheme and chose 50% of the 
individuals for the new generation out of the old generation. 

For the mutat ion of a g-table we make use of two mutation parameters, pi 
defines the probability for mutating one individual. The second parameter pt 
determines the probability of mutating one table entry. When an entry Ik has 
been selected to become mutated, we adjust the Uk value in the table by adding 
a random value r G { — {n — 1),..., (n — 1)} to the entry and check if the value 
is out of range with the formula mutation{nk) = max{min{n — 1, n^ + r ) , 0). 

4.4 Our Algor i thm 

We use a genetic algorithm to find the appropriate number of communication 
partners for each interval in the g-table. The most interesting part of the al­
gorithm is the calculation of the fitness of an individual in the population, i.e. 
the fitness of a g-table. To rate such a g-table Q, we test the quality of a set of 



132 Andreas Goebels 

agents working on the Online Partitioning Problem that use a communication 
structure developed from Q. The fitness of each Q can be calculated by the 
following algorithm: 

001 
002 
003 
004 
OOB 
006 
007 
008 
009 
010 
Oil 

FUNCTION double calculateFitnessCqTable Q) 

{ 
agentSet = new random set of agents; 
place targets on random positions in space; 
agentSet.createCommunicationGraphCQ); 

commFitness = calculateConununicationFitnessCagentSet); 
oppFitness = calculateOPPSolutionFitness(agentSet); 

} 
RETURN a • oppFitness + (1 — a) • commFitness; 

The function calculateCommunicationFitness{agentSet) simply applies the 
communication fitness function as described in 4.3. The higher this value is the 
less communication is used.^ The more interesting function is the one calculat­
ing the OPP solution fitness, this is shown here in more details: 

001 
002 
003 
003 
004 
005 
006 
007 
008 
009 
010 
Oil 
012 
013 
014 
015 
016 
017 

FUNCTION double calculateCommunicationFitnessCagentSet) 

{ 
// create reference solution 
d = minimal overall distsmce to targets in optimal partitioning; 
s = optimal number of agents on each target in optimal partitioning; 

FOR EACH agent a in agentSet DO 

{ 
IF (#outgoingConnectionsCa) > 0) //derived from q-table 

calculateLocalOptimalSolutionCa, communicationPeirtners) ; 
ELSE 

choose nearest target; 

}, 
d = calculateDistanceFitness(agentSet, d); 
s' = calculateDistributionFitness(agentSet, s); 

} 
RETURN 13 • d' + (1- 0) • 

The function calculateLocalOptimalSolution{a,communicationPartners) in 
line 9 assumes that an agent can calculate the optimal partitioning for the 
agents it communicates with. This is quite an idealistic picture because we still 
have a hard problem, but we can take this calculation power into account by 
increasing the influence of the communication costs for the fitness function. 
Anyway, if this function can calculate only an approximation, our algorithm 
will still work. 
The pseudocode algorithms show only the most important steps of our algo­
rithm, for a more detailed insight you can have a look at the original Java sources 
that are available for download and further experiments via our webpage'^. 

^ In our simulations we repeated lines 3-8 several (five) times to obtain more mean­
ingful fitness values. 

^ http://www.upb.de/cs/ag-klbue/de/staff/agoebels/index.html 
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5 Results 

133 

In this paper, we concentrate on the results for the dynamic approach presented 
in section 4, the results for the static approach (section 3) can be found in [7]. 
There, a good communication matrix could be found fast for every given fixed 
set of agents. 

Fig. 2. This figure presents the development of the fitness over 500 generations. We 
show the average fitness of the whole generation and the fitness development of the 
best individual in population. This graph illustrates the average result over 25 runs. 
The parameters we made use of can be found in the source code package. The fitness 
rises while the communication cost could be reduced. The single graphs are smoothed 
with a Bezier curve for better visibility. 

5.1 Fi tness Deve lopment 

First of all, we examined how the fitness of the GA develops. Figure 2 shows a 
typical fitness development. Both the best and the average fitness rise very fast 
to a high level and remain there. As a reference we present the fitness value 
of a non communicative algorithm choosing always the nearest target for each 
agent. This reference fitness is significantly lower than the fitness value achieved 
with our approach. By adjusting the weights for the communication costs we 
can obtain any fitness value between 1.0 (no communication cost, a = 1) and 
the reference function (a = 0). Hence, we can conclude that inter-agent com­
munication enhances the solution quality of the whole group and our approach 
finds good OPP solutions for given communication costs or restrictions. 

5.2 Deve lopment of q-Table values 

Once we could see that our idea works, we wanted to get more insight into the 
communication structure the agents learn. Therefore, we observed the changes 
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of the (?-table entries during the learning process. Figure 3 shows a typical pic­
ture representing the value development. 

communication partners 

0.6 
0.5 

,0.4 q-tabie intervais 

GA generations 

Fig. 3. The development of the g-table entries during the learning process. 

After several hundred generations the g-tables look similar for all settings. In 
this figure the average over all q'-tables in 25 runs is presented. In the early 
generations the number of communication partners is high and nearly identical 
for all intervals. But the communication structure becomes fastly sparser and 
in the last generations we can see that the g-table can be divided into 2 parts. 
For intervals containing small q-values the agents learned to have nearly no 
communication partners^. For g-values greater than 0.5 it seems to make sense 
to communicate with a small number of neighbours to increase the fitness to a 
near optimum value. One other key result is that the overall number of com­
munication connections between agents is very low compared to the maximum 
possible value. This shows that a communication structure does not necessarily 
have to be very complex or massive if we generate it in an intelligent way. 

6 Conclusion & Future Work 

In this paper we presented a genetically guided approach to learn qualified com­
munication structures for sets of agents to solve an optimization problem. For a 

* The intervals / i and I2 contain all g-values below 0.1. As we saw in 4.2, the area 
in space representing all possible values in these intervals is very small compared 
to the remaining space, hence the probability for an agent to be placed in one of 
these areas is very low and it does not influence the fitness significantly. 
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static environment we presented a rough idea how the optimal communication 
structure can be found by an algorithm adjusting a communication matrix. For 
dynamic and random settings we presented a new approach which offers guide­
lines to create a small set of communication connections. Therefore, only the 
position in space in relation to some targets is necessary, the optimal or near 
optimum number of communication partners can be found by our approach. 
In our future research we will restrict the values in the g-table and will try to 
learn or cope with restricted communication distances. This will enlarge the 
possible number of real-world applications. We also will examine the influence 
of the different probabilities for each g-interval on the fitness development and 
the overall solution quality. 
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Abstract. Consider a (robotic) explorer starting an exploration of an 
unknown terrain from its base station. As the explorer has only limited 
communication radius, it is necessary to maintain a line of robotic relay 
stations following the explorer, so that consecutive stations are within 
the communication radius of each other. This line has to start in the 
base station and to end at the explorer. 

In the simple scenario considered here we assume an obstacle-free ter­
rain, so that the shortest connection (the one which needs the smallest 
number of relay stations) is a straight line. We consider an explorer 
who goes an arbitrary, typically winding way, and define a very sim­
ple, intuitive, fully local, distributed strategy for the relay stations -
our GO-TO-THE-MIDDLE strategy - to maintain a line from the base 
station to the robot as short as possible. 

Besides the definition of this strategy, we present an analysis of its 
performance under different assumptions. For the static case we prove 
a bound on the convergence speed, for the dynamic case we present 
experimental evaluations that show the quality of our strategy under 
different types of routes the explorer could use. 

1 Introduction 

In our research we investigate the exploration of a planar terrain without ob­
stacles. To achieve this goal, an explorer is used who starts its work at a base 
station and progresses to gather information about the whole terrain. In order 
to construct a communication path between this explorer and the base station, 
we employ mobile relay stations. These relay stations are small, mobile robots 

Partially supported by the EU within the 6th Framework Programme under con­
tract 001907 (DELIS) and by the DFG-Sonderforschungsbereich SPP 1183: "Or­
ganic Computing. Smart Teams: Local, Distributed Strategies for Self-Organizing 
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which are responsible for routing messages between the explorer and the base 
station. 

In order to minimize the number of necessary relay stations, they should be 
organized on a line close to the straight line connecting the explorer and the base 
station. Furthermore it is necessary that the relay stations can communicate 
with each other, so consecutive stations must be placed in a limited distance 
on this line. 

Since we allow the explorer to walk along an arbitrary route, its position 
updates frequently. Arranging all relay stations on the straight line would thus 
require to communicate its position updates to the whole path, resulting in a 
globally controlled strategy incuring a substantial communication load. Thus we 
are looking for simple distributed, local strategies which allow the relay stations 
to arrange near to their optimal positions based on very local information. 
We introduce a strategy, our G O - T O - T H E - M I D D L E , which does not use any 
communication - relay stations perform their movement basing only on sensed 
positions of their communication partners. This approach is called "interaction 
via sensing" as defined in [1]. 

In Section 2 we introduce a local and distributed strategy which keeps the 
relay stations close to their optimal positions on the line. This strategy is very 
intuitive and could also be used by human explorers. A similar behavior can be 
observed in bird flocks maintaining formation (see [2]). 

We analyze our strategy both in a static and in a dynamic setting. In Sec­
tion 3 we describe the static setting, where the explorer does not move, and the 
relay stations are initially placed on an arbitrarily winding route taken by the 
explorer until now. We give a worst-case theoretical analysis which describes the 
time needed for the relay stations to converge to positions near the straight line 
between the base station and the explorer. In Section 4 we let the explorer move 
and let the relay stations continuously apply our strategy. We experimentally 
evaluate the performance of the strategy, using three different types of routes 
taken by the explorer. The proofs of several technical lemmas can be found in 
the full version of this paper. 

1.1 Re la ted work 

From a general point of view, our work can be positioned in the area of swarm 
intelligence [3], particularly in the field of robotic intelligent swarms [4, 5, 1]. 

Our work has much in common with the prior research in the areas of pattern 
formation and formation maintenance. The work described in [6, 7, 8, 9, 10] 
considers swarms of robots which should self-organize to form a pattern (a line, 
circle, . . . ) on a plane or to maintain a formation while marching. 

The most similar work to ours is [6]. Among others it presents an algorithm 
C O N T R A C T I O N which is very similar to our strategy. Nevertheless, although the 
topic of forming a geometric pattern on a plane has been considered very often, 
we are not aware of any analysis giving strong theoretical bounds on the worst-
case performance of a strategy. Up to our knowledge the topic of mobile robots 
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self-organizing to form a line has not been evaluated experimentally under the 
performance aspect yet. 

1.2 M o d e l 

We construct a graph modeling the base station, the explorer and the relay 
stations with vertices. The vertices are always logically organized in a path 
{vi,V2, • • • ,Vn-i,Vn), where vi corresponds to the base station, Vn to the ex­
plorer and V2, • • •, Vn-i to the relay stations. To represent the path we introduce 
undirected edges {vi,Vi+i) for every i e { 1 , . . . , n — 1}. The communication is 
routed along this path from vi to v„ or in the other direction. The graph is 
embedded on a plane, thus we will use the notion of a position p{v) of a ver­
tex V. Distances between vertices are given by the L2 norm and described by 
\{Vi,Vi+l)\. 

The goal of a strategy minimizing the distance between the relay stations is 
to arrange the relay stations on the line between vi and Vn in equal distances 
from each other, or, in other words, to bring the relay stations as near to this 
optimal positions as possible. 

We require every edge on the path v i , . . . , w„ to have at most length d, so that 
the maximum transmission distance of d is not exceed and communication links 
between partners on the communication path can be hold up. A communication 
path fulfilling this property is called valid. 

2 The Go-To-The-Middle Strategy 

The following G O - T O - T H E - M I D D L E strategy is executed repeatedly by every 
relay station. Relay station i observes the positions p(wi_i) and p{vi+i) of its 
communication partners and moves itself into the middle of the interval from 
Vi-.l t o Vi+l. 

Fig. 1. Node Vi executes GO-TO-THE-MIDDLE strategy by moving into the middle 
of the interval between Vi-i and Vi+i. 

For simplification of the analysis we will assume that the G O - T O - T H E -
MlDDLE strategy is invoked in discrete time steps. Each time step is subdivided 
into two shorter substeps. In the first one, all relay stations check the positions 
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of their neighbors. In the second substep all relay stations move to the middle 
of the observed positions of its neighbors as described above. 

Since the explorer moves, it may be necessary to extend the path of relay 
stations. We perform this at the end of the path, between the last relay station 
and the explorer. This happens every time the distance between Vn-i and v„ 
increases to more than d. We rename the vector v appropriately, so that f„+i 
describes the explorer and u„ the new relay station. The new relay station is 
inserted in the middle of the interval connecting the last relay station and the 
explorer. 

If the explorer can carry a sufficiently large pool of relay stations then this 
strategy is easily executed, since new relay stations are available at the ex­
plorer's position. 

If this is not the case, the base station has to make sure that enough relay 
stations are on the path. As it does not know about the position and movement 
of the explorer, we modify the strategy slightly. We add to each relay station 
Vi a second one, its partner, at the same position as Wj. During each G o - T o -
T H E - M I D D L E step, a relay station and its partner perform the same movement. 
Afterward, one of them goes the next relay station and becomes its partner. At 
the base station, a new relay station is introduced as the partner of V2. At the 
explorer there are two possibilities. If the explorer has not moved far away from 
Vn, the partner of Vn starts going back to the base station and is reused there. If 
a new relay station is needed to hold up the communication with the explorer, 
the partner of w„ is used. Limiting the maximal speed of the explorer to d/2 
it will be necessary to insert a new relay station to the communication path at 
most every two rounds. Thus the new relay station in the communication path 
will obtain its partner in the next round after it has been inserted. 

This modified strategy uses at most 2n relay station in addition to those 
needed by G O - T O - T H E - M I D D L E , half of them being the partners of all relay 
stations and half of them being on their way back to the base station. 

We may also consider removing relay stations when they are close enough 
to each other. Formally, a relay station Vi can be removed from the path if 
the distance |(t;j_i,Wj_|_i)| < d. The vector v is then re indexed appropriately 
and the released station goes back along the communication path to the base 
station. 

We show that both strategies preserve the validity property of the commu­
nication path in the following theorem. 

T h e o r e m 1. If a communication path is valid then, after applying the G o - T o -
T H E - M I D D L E strategy, it remains valid. 

3 Static setting 

We analyze the convergence rate of G O - T O - T H E - M I D D L E and assume a static 
scenario - the explorer does not move. We measure the time which is required 
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so that every relay station is within some given distance from the straight line 
connecting the base station and the explorer. 

For the purpose of this analysis we assume that the number of nodes on the 
path is n. We do not remove any nodes from the path, even if they are very 
close to each other. The positions of nodes vi and w„ are fixed - they do not 
move during the execution of G O - T O - T H E - M I D D L E , while all other nodes can 
move. This corresponds to an explorer standing at its position, and all relay 
stations executing the G O - T O - T H E - M I D D L E strategy. 

Fig. 2. Relay stations and the area of diameter e around the straight hne 

For a node Vi we define d* {vi) to be the distance of node Vi to the straight line 
crossing nodes vi and Vn before step t of the execution G O - T O - T H E - M I D D L E . 
Distance of a point to a line is defined in the usual geometrical way, as depicted 
in Fig. 2. We assume that at the beginning all nodes (relay stations) are on one 
side of the line connecting the explorer and the base station. If not, the nodes 
can be divided into distinct segments, and the analysis can be applied in each 
segment separately. The case, when all nodes are on one side yields the worst 
case. 

Theorem 2 (Main Theorem) . Consider a valid communication path with 
n — 2 relay stations. Then after at most Qn? log ^n steps for every i it holds 
d{vi) < e for any e > 0. 

Proof. Obviously it holds d\vi) = d\vn) = 0 for all t > 1. We define A* := 
[d* ( v 2 ) . . . , d* {vn-i)] to be the vector of distances of relay stations to the straight 
line. A^ describes the start configuration. 

Then after one step of G O - T O - T H E - M I D D L E the distance 

d'ivi) = 
d'-\vi_i) + d'-'{vi+i) 

for all 1 < i < n, which effectively means that d\v2) = d*-^{vz)/2 and 
d*(v„_i) = d*(w„_2)/2 since d*(i;i) = d*(^„) = 0. 

We can describe the changes of the vector A^ by multiplying it with an 
appropriate transition matrix L so that A^ = A*~^L = A°L*. This nxn matrix 
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is defined as follows: L{i,j) 
i,j we have L{i,j) = 0. 

for all i,j such that |« — i | = 1- For all other 

/ 1/2 

1/2 1/2 

1/2 

1/2 1/2 

v 

1/2 

1/2 1/2 

1/2 

Matrix L is symmetric, substochastic and irreducible. By Lemma 1 all eigen­
values of L are different and thus L is diagonalizable. The rest of the proof of 
the Main Theorem goes in the following way. We will compute the eigenvalues 
and eigenvectors of L. A lemma about the convergence rate of L* will allow us 
to give an upper bound on the largest value of L* after t steps. From this we 
will conclude a bound on the largest value of A* and the Main Theorem easily. 

L e m m a 1. The eigenvalues of the matrix L are 

A,- = cos 
JTT 

, n + 1 

The corresponding eigenvectors are 

3 = 1, 

Xjii) sm n + 1 i = l , ,n, j = 1, 

L e m m a 2. For a diagonalizable, irreducible, symmetric, substochastic n x n 
matrix P and any i, j we have 

P\i,3)<nap'' , 

where j3 is the largest absolute value of eigenvalues of the matrix P and a = 
maxij^i>j> \xj{i) • Xj'{i')\ with Xj denoting the j-th eigenvector of matrix P. 

The proofs of both lemmas can be found in the full version of the paper. After 
t steps, we have L*{i,j) < naP* for any i,j, sticking to the definitions of a and 
P from Lemma 2. As all entries of all eigenvectors of L are not larger than 1, 
we have a < 1. The value of | cos ^ j ^ | is the largest for j/{n + 1) approaching 
0 or 1. Without loss of generahty we set j = 1. Then we have /3 = cos •^^• 

Now assuming that the communication distance between nodes is d, we know 
that A^ can contain an entry as big as dn. On the other hand we know that 
entries of L* are always non-negative. Recall that ^* = A°L*. Then to have 
d^{vi) < £ we must have each element of L* smaller than -^ since d^{vi) < dn. 
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We thus have to find a t such that L {i,j) < -^ for ah i,j. Using Lemma 2 
we should then have na/3* < -^ and accordingly /?* < -^. We still have to find 
an upper bound on (3. As argued before, (3 is largest, when 7r/(n+ 1) approaches 
0. Thus let us expand cos a; around a; = 0 from the Taylor series. We obtain 
cosa; < 1 - 3- + | j , and set x = 7r/(n + 1). Since 7r2/2 > 1 and 7r'*/24 < 5 we 
obtain 

2 4 
TT _, 7r TT 

n + 1 - 2(n + 1)2 ^ 24(n + 1)4 

( n + l ) 2 ( n + l ) - * • 

Since I^IIY < 2(n+i')^ '̂ °'̂  ̂  sufficiently large n we have cos ^^^ < 1 — 2(„ii)2 • 
This lets us conclude that for t = 2(n + 1)^ we obtain /3* < 1/e and for t = 
2(n + 1)2 • In irfn^ we get /3* < -^. Assuming that d is constant and upper 
bounding 2 ( n + 1) with 3n we have that /3* < ^ ^ for t — Qn^ In j-n. This proves 
that after t = 9n^ In ^n steps we have d*{vi) < e. 0 

4 Dynamic setting 

In this section we investigate the performance of the G O - T O - T H E - M I D D L E 
strategy in a dynamic scenario. We first present a route for the explorer which 
apparently is a hard instance for our strategy. In the second part we investigate 
our strategy on a very regularly winding route, and on a random walk. 

4.1 A hard case 

We set the maximum transmission distance of stations to 5 units. The experi­
ment starts with the explorer in distance r from the base station. Relay stations 
are aligned on a straight line between the base station and the explorer, each 
of them in distance 5 from its neighbors. 

Then the explorer starts to walk on a circle with radius r around the base 
station. The relay station path has to keep up with the motion of the explorer. 
We let the explorer move always with the same constant speed of 1 unit per 
time step. 

We have discovered that direction changes are profitable for the G o - T o -
T H E - M I D D L E strategy - see for example the experiments in the next subsection. 
According to this observation a cyclic scenario is very hard for the G o - T o -
T H E - M I D D L E — since the explorer steadily moves on the circle, it does not 
meaningfully change its movement direction and has a high angular speed. 

We can alter the speed of the relay stations by allowing them to execute a 
variable number of G O - T O - T H E - M I D D L E rounds per time unit. We denote the 
number of G O - T O - T H E - M I D D L E rounds per time unit as the speed of the relay 
stations. 
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Fig. 4. Performance of GO-TO-THE-MIDDLE in tlie hard movement model 

The performance of the G O - T O - T H E - M I D D L E strategy is measured in terms 
of the length of the communication path between the explorer and the base 
station. In an optimal solution, this length would be always equal to r. Since 
the relay stations may not keep up with the explorer, the length of the line may 
increase to more than r (obviously new relay stations are introduced then). 

We observe that for each radius r and each speed s there is some length Zmax 
of the communication line which is stable, i.e. the communication line length 
won't exceed this value no matter how long the experiment runs. Figure 3(a) 
shows the typical curve of the communication line after it reached its stability 
point. This curve will now only rotate with the movement of the explorer on 
the circle. 

To visualize the performance of the strategy we introduce the ratio Tl be­
tween the length of the communication line Imax and the length of the optimal 
interval connecting the explorer and base station. This ratio is investigated in 
Fig. 3(b) for different speeds of relay stations. Fig. 4(b) shows the ratio TZ in 
dependence of the radius r with the speed fixed to 10 for all radii. 
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Fig. 5. Performance of GO-TO-THE-MIDDLE for average-case movement models 

The maximum length of the communication path /ĵ ax (and thus the ratio 
TZ) grows with the radius r, since with the radius r the number of employed 
relay stations grows and the propagation of the explorer's position updates takes 
longer time. The growth of TZ is hnear with the radius. 

Fig. 4(b) shows the speed necessary for the ratio TZ to be not greater than 
1.5. This calculated speed is thus necessary to have a communication path which 
is a fairly well approximation of the optimal one. We also see a linear increase 
here. 

4.2 Average cases 

Within this section we investigate two movement models for the explorer. One 
of them is a random walk on the plane, performed with a constant speed, with a 
direction randomly chosen in each time step. The direction is chosen uniformly 
at random from the angle (—30, -1-30) degrees from the current direction of the 
explorer. The movement patterns are depicted in the full version of the paper. 

For both movement models the ratio between the optimal communication 
path length and the actual communication path length TZ has been computed 
in each time step. Figures 5(a) and (b) show the average and maximum values 
of this ratio for both movement models and for different speeds. The same 
movement pattern can be executed in various distances from the base station. 
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Figure 5(c) and (d) shows the results. Interestingly, when the movements are 
performed in a large distance from the base station, the ratio between the 
optimal communication path length and the actual path length is low - this 
comes from the fact that a small movement of the explorer in a large distance 
from the base stations does not cause large changes in the position of the optimal 
path and the angular speed of the explorer is low. 

5 Conclusion 

The experiments and theoretical considerations regarding the performance of 
G O - T O - T H E - M I D D L E allow to compute a relay station speed which will give 
a good approximation factor of the optimal communication path by the relay 
stations. 

The experimental analysis has been performed to obtain information on the 
behavior of our strategy in various situation. This analysis gives several hints 
on how to choose the speed of relay stations when the movement pattern of 
the explorer is not known beforehand. The experimental average-case analysis 
proves that our strategy can effectively maintain the communication path within 
an approximation factor of 1.5 with a relay station speed as low as 3, when 
certain assumptions about the movement of the explorer are known. 

References 

1. Y. U. Cao, A. S. Fukunaga, and A. B. Kahng. Cooperative mobile robotics: 
Antecedents and directions. In Autonomous Robots, volume 4, pages 1-23, 1997. 

2. C. W. Reynolds. Flocks, herds, and schools: A distributed behavioral model. In 
Computer Graphics, pages 25-34, 1987. 

3. Y. Liu and K. M. Passino. Swarm intelligence: Literature overview. 
4. R. Arkin. Behavior-based robotics. Cambridge, MA: MIT Press, 1998. 
5. G. Dudek, M. Jenkin, E. Milios, and D. Wilkes. A taxonomy for swarm robotics. 

In lEEE/TSJ International Conference on Intelligent Robots and Systems, pages 
441-447, 1993. 

6. K. Sugihara and I. Suzuki. Distributed motion coordination of multiple mobile 
robots. In 5th IEEE International Symposium on Intelligent Control, volume 1, 
pages 138-143, 1990. 

7. Ichiro Suzuki and Masafumi Yamashita. Distributed anonymous mobile robots: 
Formation of geometric patterns. SI AM J. Comput, 28 (4): 1347-1363, 1999. 

8. I. Chatzigiannakis, M. Markou, and S. Nikoletseas. Distributed circle formation 
for anonymous oblivious robots. In LNCS, volume 3059, pages 159-174, 2004. 

9. Q. Chen and J. Y. S. Luh. Coordination and control of a group of small mobile 
robots. In IEEE International Conference on Robotics and Automation, volume 3, 
pages 2315-2320, 1994. 

10. H. Ando, Y. Oasa, I. Suzuki, and M. Yamashita. Distributed memoryless point 
convergence algorithm for mobile robots with limited visibility. In IEEE Trans­
actions on Robotics and Automation, volume 15, 1999. 



Active Patterns for Self-Optimization 
Schemes for the Design of Intelligent Mechatronic 

Systems 

Andreas Schmidt 
UNITY AG, Lindberghring 1, D-33142 Buren, Germany, 

Andreas.Schmidt@unity.de, http://www.unity.de 

Abstract. Self-optimizing mechatronic systems react autonomously and 
flexibly to changing conditions. They are capable of learning and optimize 
their behavior throughout their life cycle. The paradigm of self-optimization is 
originally inspired by the behavior of biological systems. The key to the 
successfiil development of self-optimizing systems is a conceptual design 
process that precisely describes the desired system behavior. In the area of 
mechanical engineering, active principles based on physical effects such as 
friction or lever are widely used to concretize the construction structure and 
the behavior. The same approach can be found in the domain of sottware-
engineering with software patterns such as the broker-pattern or the strategy 
pattern. However there is no appropriate design schema for the development of 
intelligent mechatronic systems covering the needs to fijlfill the paradigm of 
self-optimization. This article proposes such a schema called Active Patterns 
for Self-Optimization. It is shown how a catalogue of active patterns can be 
derived from a set of four basic active patterns. This design approach is 
validated for a networked mechatronic system in a multiagent setting where 
the behavior is implemented according to a biologically inspired technique -
the neuro-fiizzy learning method. 

1 Introduction - Self-Optimization in Mechatronic Systems 

Future systems in the area of mechanical engineering will comprise 
configurations of intelligent system elements, where the communication and 
cooperation between these elements shape the behavior of the overall system. In 
terms of software engineering these are distributed systems of interacting agents. 
Agents are autonomous and adaptive function modules which can themselves initiate 
actions. These function modules are heterogeneous subsystems with mechanical, 
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electronic and information technology components. The agents' behavior can be 
modified while the system is in operation - this is expressed by the term "adaptive". 

A self-optimizing system is characterized by four fundamental aspects (Fig. 1); 
the target system, in the sense of a hierarchy of a number of targets; the structure, 
e. g. the topology of mechanical components, sensors and actuators; the behavior, 
which is the system's reaction to influences from its environment; and the 
parameters that characterize the system components [1]. 

Influences on the Technical System 

Environment User 
i 9 chg'Kied usage 

System 
« g viea- ana 'e?f 

Maihemalfca! 
8ymbo}s; 

the tsfiaviOT 

ReptesentatlQi%et 
physical; 
iopol°9l̂ <atf(]CfBta 

foalruction-baseij 
processing us)^ data 
dascriptton 

Technical System {e. g. Shuttle, Suspenston-/Tilt-IVIoclute} 

Fig. 1. Aspects of Self-Optimizing Systems 

According to [2], intelligent mechatronic systems can be divided up into three 
layers: the Multifunction-Module layer (MFM) that is close to the sensor-Zactuator, 
e. g. suspension-Ztilt-modules. The Autonomous Mechatronic System (AMS) layer 
covers system elements that act autonomously in its environment such as single 
shuttles. The Networked Mechatronic System (NMS) layer represents unions of 
AMS, e. g. convoys that pursue common goals such as crossing a switch'. 

The aim is to carry out self-optimization on the basis of mathematical models, 
e. g. using a realistic physical model of the controlled system supplemented by 
excitation and evaluation models. Frequently, it will not be practicable to use models 
for reasons of cost, so model-based self-optimization is combined with what is called 
"behavior-based self-optimization" which acts quasi-nondeterministic. This means 
that changes occurring during operation are sensed and analyzed, and then, 
depending on the results of this analysis, either another appropriate mathematical 
optimization model is loaded, or, if the limitations of available models are exceeded, 
the system reverts to using past experience in the form of learned structures or 

' The sample mechatronic system originates from the New Railway Technology project 
Paderbom (NBP) [3]. NBP has set-up a test-track where railway shuttles autonomously 
drive on an innovative magnetic track system. 
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parameter settings from its knowledge base. The self-optimization process proceeds 
continuously and repeatedly according to the subsequent three actions: 

1. 

2. 

Analysis of current situation: The system records its own state and the state of 
its environment. The necessary information may be obtained by communicating 
directly with other systems or by accessing previously recorded observations. 
Determination of targets: The system determines its current target system in 
view of the current situation, and, if necessary, also adapts it. 
Adaptation of the system behavior: The adaptation itself is carried out by 
modifying the parameters, the structure, and/or the behavior of individual system 
elements. 

2 Current Situation - Design of Intelligent Mechatronic Systems 

The design of self-optimizing systems is based on systems engineering [4], 
design methods of conventional mechanical engineering [5] and the design 
methodology of mechatronics [6] and extends those methods with essential aspects 
of the self-optimization paradigm. The conception phase constitutes one of the most 
decisive stages within the design of self-optimizing systems (Fig. 2). This is when 
fundamental functionalities (Function Hierarchy) and the structure (Construction 
Structure and Component Structure) of the system are determined. 
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Fig. 2. Core steps of the early stages of system conception 

In order to reuse successfully proven previous system engineering knowledge, 
active patterns are utilized. Active patterns contain template system elements and 
behavior to realize flinctions that are concretized in an active structure. Fig. 3 depicts 



150 Andreas Schmidt 

a categorization of domain-specific patterns [1], e. g. active principles AP of 
mechanical engineering according to [5] such as AP Cylinder in Fig. 2 or software 
patterns SP such as the broker pattern according to [7] or SP Distributed Knowledge 
in Fig. 2. However, those patterns do not address the specific needs for the superior 
paradigm of self-optimization, namely specifying intelligent and autonomous 
behavior in an unknown or partially known environment by analysis of the current 
situation, determination of targets and adaptation of the system behavior. This is 
where the demand for active patterns for self-optimization comes into play shown as 
AP Self-Optimization (Fig. 2) and categorized as a pattern of information processing 
(Fig. 3). 

Fig. 3. Category of Patterns for the Design of Intelligent Mechatronic Systems 

3 Approach - Design with Active Patterns for Self-Optimization 

Active patterns for self-optimization (APso) realize functions for self-optimizing 
systems such as autonomous planning, cooperation, and learning. APso constitute 
templates which specify generally accepted, autonomous and intelligent behavior by 
using principle-models, application-scenarios, structure-models, behavior-models 
and method-models (Fig. 4). The principle-concept characterizes the basic idea of the 
APso- It is used to allow the designer an intuitive access to the APso- Application-
scenarios depict situations in which the APso have already been applied successfully 
in the past. Those scenarios shall help the designer to select an appropriate APso for 
the task at hand. The structure-model specifies necessary participating system-
elements and their relations among each other. One or more behavior-models 
describe adaptation-processes as a kind of state changes. The focus is on the 
modeling of autonomous intelligent behavior, which activates, supports and/or 
executes these state changes. This way a system is transformed from a given initial 
state to a desired target-state by the use of specific methods. Method-models specify 
those methods in detail. 
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Fig. 4. Components of Active Patterns for Self-Optimization 

We structure active patterns according to the House of Active Pattern for Self-
Optimization (Fig. 5). 
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Fig. 5. The House of Active Patterns for Self-Optimization 

Four basic active patterns can be differentiated which are derived from the 
pattern context and necessary activities for fulfilling the self-optimization process. 
The context may involve problem areas such as inadequate knowledge about past 
system and environment behavior, inadequate knowledge about the current system 



152 Andreas Schmidt 

and environment behavior or uncertainty about the future behavior. The context 
specifies demands for necessary basic-activities, such as learning from the past 
which we call reflecting, acting in the present which we denominate exploiting 
knowledge as well as interacting with other system elements and finally exploring 
the future. This approach leads to the four basic Active Patterns for Reflection, 
Exploitation, Interaction and Exploration. 

The basic active patterns can be detailed, combined and concretized (Fig. 6). 
Detailing an active pattern means to specialize the pattern structure and pattern 
behavior according to the method which shall execute the system behavior, e. g. 
detail Reflection towards Reinforcing Reflection in order to use the method 
reinforcement learning [8] where successful past behavior is rewarded. Basic 
patterns can be combined to form typical compound behavior, e. g. the combination 
of Exploitation and Reflection leads to a typical compound behavior in a multiagent 
setting of exploiting the knowledge of distributed system elements to direct the 
learning behavior of the whole system [9]. Eventually, the pattern structure and 
pattern behavior needs to be concretized towards the active structure and finally to 
the construction and component structure of the system. 

Basement 
Catalogue of Active Patterns 

ConctetiZatlon 
of Knowledge Q^B 

Conoretiiation 
of Bahawor ^ c ) ^ 

Conctetization 
of Stracttii^ Oc^g2> 

Reflection Exploitation Interaction Exploration 

Fig. 6. Catalogue of Active Patterns 

The catalogue of active patterns has been applied to several application scenarios 
of intelligent mechatronic systems, e. g. to shuttles driving on tracks by 
implementing the active patterns of Exploration and Interaction [10] or to the 
suspension-/tilt-module of a shuttle using the active patterns of Interaction and 
Exploitation [11]. The following chapter depicts the application of active patterns on 
the Networked Mechatronic System layer to design collaborative behavior of shuttles 
crossing a switch. 
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4 Validation - Collaborative Behavior of Shuttles Crossing a 
Switch 

The application scenario of crossing a switch is as follows (Fig. 7): A Networked 
Mechatronic System of two convoys CA and CB, each consisting of several 
autonomous shuttles A; und Bj, approach a switch. The passage of a single shuttle 
shall be designed such that the approaching convoys CA and CB are merged to a 
virtual convoy Cy. The shuttles shall optimize themselves autonomously and under 
restricted or no prior knowledge about an optimum behavior according to their own 
targets after each successfully completed crossing procedure. The whole scenario is 
split up into three zones - a decision, an execution and a learning zone. 

Decision Zone ; Execution Zone 
Determination of targets ' Adaptation of oorrent behavior j 

Learning Zone 
Adaptation of tijture behavior 

Actual Convsyt 
C „ = ( A „ B „ A „ A „ B ; , ...) 

Fig. 7. The application-scenario of crossing a switch 

In the course of the early conception stage, a function hierarchy is built up (Fig. 
8). Let us illustrate the increasing concretization at the function of Determination of 
Sequence which shall define the passage sequence of shuttles. Based on prior design 
experience [11] this function can be realized by implementing the APso Exploitation. 
The pattern structure of the APgo consists of two system-elements - the Knowledge-
Carrier and the Knowledge-User. The pattern behavior can be specified by a 
statechart which specifies the adaptation process by a neuro-fuzzy method [12]. The 
APso is concretized towards the active structure as follows. Every shuttle can be a 
Knowledge-Carrier because of its implicit experience about the determination of 
sequence generation with the help of neuro-fuzzy methods. The master-shuttle 
represents the Knowledge-User because it determines the passage-sequence for the 
remaining shuttles. Eventually, the adaptation of the behavior is detailed by a 
statechart which specifies possible adaptation processes for the generation of a 
virtual convoy Cv - here the adaptation process from an initial state So - head-
shuttles Ai and Bj right ahead of the switch - to the target-states Si := Cv=(Ai,Bi) 
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that is Ai drives first, afterwards Bi 
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Fig. 8. Concretization in Design - Application Scenario of Crossing a Switch 

In particular, the APso Interaction specifies how the shuttles communicate with 
each other and determines the master-shuttle (Fig. 9). The APso Exploration designs 
how target states such as Si or S2 can be determined or newly created. A neuro-fuzzy 
system takes input-variables such as the velocity of shuttles Av = (VM - VBI) and 
arrival-time ATA = (tAi - tei) at the switch to assign passage-classes such as Ci := 
(Al-Bl) = Master-Shuttle drives first and class C2 := (Bl-AI) = Master-Shuttle 
drives second. Because of the inherent uncertain and vague knowledge about 
environment- and system-states, fuzzy-variables are introduced, e. g. Av = (slower, 
equal, faster) and ATA = (earlier, equal, later). Fuzzy-rules realize the assignment of 
passage-classes, e. g. If(Av = slower and ATA = later) Then (Al - Bl). The APso 
Exploitation allows the system to start from initial knowledge and initial rules in 
system-state So for setting up the neuro-flizzy system. Once a target state such as Si 
is reached, APso Reflection specifies, how the experience that was accumulated 
during the adaptation process can lead to adapted fuzzy-sets and new rules. This is 
done by evaluating the degree of fulfillment of committed targets such as minimum 
distance between shuttle Admin and maximum energy consumption E âx and 
consequently adapting the weights of the neural network of the neuro-fuzzy system 
leading to adapted fuzzy-sets and possibly to new fuzzy-rules. 
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Fig. 9. Neuro-Fuzzy Learning with the exploitation of A-Priori Knowledge 

5 Conclusion and future work 

This article has proposed a schema called Active Patterns for Self-Optimization 
in order to design self-optimizing mechatronic systems in the early design stage. A 
set of four active patterns established the basis for the specification of a catalogue of 
patterns along the dimensions of detailing, combining and concretizing. The design 
approach was validated for a networked mechatronic system namely the crossing of 
a switch by convoys which consist of individually and autonomously acting shuttles. 
The pattern behavior was implemented according to the biologically inspired 
technique of neuro-fuzzy learning. Altogether it was shown, that active patterns for 
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self-optimization constitute an applicable approach for the design of intelligent 
mechatronic systems in the early design stages. 

In order to cope with functional demands that arise from endogenous needs of 
agents as opposed to given external targets, future research will deal with the 
extension of active pattern schema towards cognitive behavior. Also, the pattern 
catalogue will be extended as new application scenarios of intelligent mechatronic 
systems demand a detailing and concretization of pattern structures and behavior. 
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Abst rac t . Self-optimizing mechatronic systems have the ability to ad­
just their goals and behavior according to changes of the environment 
or system by means of complex real-time coordination and reconfig­
uration in the underlying software and hardware. In this paper we 
sketch a generic software architecture for mechatronic systems with self-
optimization and outline which analogies between this architecture and 
the information processing in natural organisms exist. The architecture 
at first exploits the ability of its subsystems to adapt their resource 
requirements to optimize its performance with respect to the usage of 
available computational resources. Secondly, the architecture achieves, 
inspired by the acute stress response of a natural being, that in the 
case of an emergency it makes all recources available to address a given 
threat in a self-coordinated manner. 

1 Introduction 

The next generation of advanced mechatronic systems is expected to behave 
more intelligently than today's systems. They adjust their goals and behav­
ior according to changes of the environment or system and build communities 
of autonomous agents. The agents exploit local and global networking to en­
hance their functionality (cf. [17]). Such mechatronic systems will thus include 
complex real-time reconfiguration of the underlying software and hardware as 
well as complex real-time coordination to adjust their behavior to the changing 
system goals leading to self-adaptation (or self-optimization) [15, 10, 12, 5]. 

As advanced mechatronic systems usually consist of a complex network of 
concurrently running components which are also called (software) agents, we 
have developed a general architectural model of its components the so-called 
Operator-Controller Module (OCM) [9]. Within a single autonomous mecha­
tronic system, a hierarchy of OCMs is employed to define the strictly hierarchi­
cal architecture. In contrast, at the top level the OCMs are free to connect to 
their peers to estabhsh the required coordination. In this paper, we will outhne 
which analogies between our architectural approach and related phenomena in 
nature exists but also where are the limits of these analogies. 
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While the proposed OCM architecture is mainly driven by the requirements 
for self-optimizing mechatronic behavior, it also shows some similarities with 
several proposed layered architectures. [8] suggests that a two level architecture 
with a low-level execution and a higher-level control layer represents a gen­
eral pattern present in natural as well as artificial organic systems. A related 
practical approach explained in [14] is the Observer/Controller architecture for 
Organic Computing systems. Similar to the OCM it is inspired in the brain stem 
as low level structures which reacts to sensory inputs and the limbic system as a 
high-level structure which observes and manipulates the first one. In contrast to 
this work, the OCM also supports higher cognitive behavior which matches the 
planning layer of the Touring Machines [4] (autonomous agents with attitudes) 
and tries to reach the goal of a general model for autonomous cognitive agents 
as stated in [16], which explains the action selection paradigm of mind for con­
scious software agents and how the most relevant behavior/action is selected 
and executed, supporting approach concerning to the method for emergency 
situations described below. 

Following support for the OCM architecture exist: The model-driven de­
velopment with MECHATRONIC U M L [2] and block diagrams is provided by 
the CASE tool Fujaba and CAE tool CAMeL. Additionally, methods for ver­
ification of the real-time behavior, excluding adverse effects due to complex 
reconfiguration in hierarchical OCM architectures, [7, 6] exists. The MECHA­
TRONIC UML approach also permits to specify resource-aware OCMs which 
can adapt their resource consumption in form of different operational profiles 
[1]. These resource-aware OCMs are further supported by a specific extension of 
the real-time operating system DREAMS [11]. It optimize the system usage of 
the computational resources at run-time. This is similar to the conscious mind 
which devotes its attention and efforts for different control behavior so that the 
result is optimized. 

Concerning dependability, the existing techniques [7, 6] require that haz­
ards or detected faults are explicitly handled within the OCM hierarchy. Such 
an explicit handling has to abstract drastically from the different failure configu­
rations of its subsystems, otherwise the resulting combinatoric explosion would 
render the development prohibitively expensive. To overcome this limitation 
and better handle unanticipated faults, we developed a generic self-organizing 
scheme how an self-optimizing mechatronic system can exploit the ability of 
its parts to adapt their resource requirements. The scheme is inspired by the 
"acute stress response" of a natural being (cf. [3]). It enables that in the case 
of an emergency all available resources are assigned in such a manner that the 
threat can be addressed with priority. 

The structure of the paper is as follows: We start with an example of a 
self-optimizing mechatronic system in Section 2 and then introduce our general 
architectural model for self-optimizing mechatronic systems, its modehng, and 
their ability to adapt their resource consumption using this example. Then, 
the safety-driven self-organizing resource management is outlined in Section 3 
before we conclude the paper. 
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2 Example and Modeling 

As a concrete example, we use the Paderborn-based RailCab research project^. 
The modular railway system combines sophisticated undercarriages with the 
advantage of new actuation techniques as employed in the Transrapid^ to in­
crease passenger comfort, enabling efficient transportation at a high average 
speed, and (re)using of the existing railway tracks. We will use in the following 
a specific element of the motion control as a running example. 

Fig. 1. Structure of the Driving Module with operating point assignment 

Fig. 1 shows the structure of driving module of the linear motor of the 
railway system. The driving module consists of doubly fed linear drive with 
magnetic active coils at the track and at the vehicle. The magnetic fields of 
the coils are supported by the electrical currents, which are predetermined with 
their frequency by the operating point assignment. The product of the current 
defines the thrust 1 and with its frequency it also gives the transferred power 
to the vehicle 2. Thence, the operating point assignment of the linear drive is 
pivotal for the proper work of the whole vehicle. Without a suitable operating 
point assignment, a safe and dependable work of the railway system is not 
possible. 

FM = KMhdhq (1) PB = 3(7r/i 
LhN2 

Wid-R2ll,) (2) 

A simple operating point assignment can be handled by a full powered pri­
mary at the track. This fix operation point leads to an inefficient operation of 
the system. To improve this efficiency the operating point assignment can be 
done by a simple efficiency-optimal algorithm outlined in [13]. The concept of 

^ http://www-nbp.upb.de/en 
^ http://www.transrapid.de/en 
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self-optimizing in mechatronic systems allows a more powerful operating point 
assignment [18]. This self-optimizing operating point assignment enables the 
system self-adapting to the system objectives as a response to changes in the 
surrounding of the system. 

In case of a low charge state at energy storage system in the vehicle, the 
losses in the vehicle became more important than the efficiency of the whole sys­
tem. Otherwise, the efficiency of the whole system can be maximized while the 
power transfer is not in the focus of the operating point assignment. Moreover, 
the importance of the power transfer to the vehicle depends on the expected 
consumption and distance profile of the track. 

2.1 A r c h i t e c t u r e 

As illustrated by the example, even the control software of the Driving Module 
results in a complex network of concurrently running components. Therefore 
we suggest to structure the software architecture using Operator-Controller 
Modules (OCM) as depicted in Fig. 2 (cf. [9]) as basic building blocks of a 
hierarchy. 

Linearmotor 

Fig. 2. Structure of the Operator-Controller-Module for operating point assigment 
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The OCM suggests the following internal structuring: (1) On the lowest level 
of the OCM, there is the controller which realizes the currently active control 
strategy, processes measurements, and produces the control signals. This part 
consists in the example of the drive control for the linear drive. (2) The reflective 
operator, in which monitoring and controlling routines are executed, monitors 
the controller. In the example, at this level the transfer of the reference value 
for the operating point assignment as well as fault detection and management is 
done. (3) The cognitive operator is trying to improve the behavior of the OCM 
in soft real-time. The calculation and optimization of new reference values in 
the example OCM are located here. 

The OCM defines the so called micro architecture of the system somehow 
inspired by the organization of the information processing as found in more 
advanced animals. The behavior located in the cognitive operator relates to the 
conscious decisions and planning. The reflective operator more or less fits to the 
non conscious behavior which ensures that for a specific situation appropriate 
reflexes and control strategies are activated. However, in contrast to natural 
organisms the proposed architecture suggest to separate these levels in each 
OCM of the hierarchy while in information processing of an organism this sepa­
ration only exists for the whole organism. Another distinction is that in nature 
evolution ensures that unsafe behavior is eliminated while in our systems even 
the loss of a single individual due to such an "experiment of life" could not 
be justified. Therefore, guarantees must be provided using, for example, formal 
verification techniques (cf. [7, 6]). 

2.2 M o d e l i n g 

During the implementation of the software for a Hardware-in-Loop test bed, 
we modeled the operating point assignment module as an OCM. We peresent 
in Fig. 3 a simplified state chart, which depicts the parallel processing of the 
different layers in the cognitive- and reflective operator as well as the controller. 

The controller has to support the motion Control of the vehicle at all cir­
cumstances. The reflective operator at first has to support the critical tasks of 
Analyzing the advisability of the optimized set values for the controller. In the 
parallel Adjust state, the reflective operator remains in the Normal state and 
provides optimized set values to the controller as long as suitable operating 
points set values where available. Otherwise, in case of inappropriate operating 
point set values, which can be the result of an unexpected thrust demand or 
quick changing parameters of the motor, the Adjust state of the reflective opera­
tor will switch over to the Emergency state. In parallel, the Parameter Estimation 
state is required for parameter estimation of the motor parameters to enable the 
cognitive operator to make a suitable optimization. In the cognitive operator of 
the OCM suitable objectives for the next optimization cycle are elected in the 
Pre-Adjust state. At the Optimization state, the multi objective optimization is 
done and afterwards the pareto point selection follows in the Decision Making 
state. The selected operating point for a discrete time is then employed in the 
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Fig. 3. States and profiles of the Operating Point Assigment OCM 

Path Following state to calculate the selected operating point for the next few 
seconds. This calculated path will be send the reflective operator and a review 
of the calculated optimization results in the Wait and Evaluate state is used to 
decide whether a new optimization cycle is required or whether it is sufficient 
to continue the path jumping to the Path Following state. 

2.3 R e s o u r c e M a n a g e m e n t 

The resource-aware OCM becomes possible due to our RTOS named DREAMS 
(Distributed Real-time Extensible Application Management System) which 
provides a special resource manager [11] (Flexible Resource Manager - FRM). 
DREAMS is tailored to the special demands of the dynamic class of self-
optimizing applications. The manager tries to optimize the resource utiliza­
tion at run-time. The optimization includes a safe overallocation of resources, 
by putting resources that are held back for worst-case szenarios by OCMs at 
other OCMs disposal. The interface to the FRM is called Profile Framework. 
By means of the Profile Framework the developer can define a set of profiles per 
application. Profiles describe different service levels of the application, including 
different quality and different resource requirements. 

All states belonging to one profile build the state space that can be reached 
when the profile is active. In Fig. 3 the inclusion of the states in profiles is 
depicted by assigning the related profile numbers. The required resources of 
the controller are always the same if the system is in operation. Therefore, 
the Control state must be in all profiles. The resource requirements of the 
reflective operator in contrast vary depending on the current profile. In the 
"Self-Optimizing min/max" profiles all three parallel states are active while in 
"Fail-Operation min/max" they are subsequently disabled. The cognitive opera-
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tor can be switched off if required. Therefore, the states Pre-Adjust, Optimizing, 
and Decision Making, which require high calculation-resources are only sup­
ported in the "Self-Optimizing max" profile. On the other hand the Path Fol­
lowing and Wait and Evalute state, which needs just less resources, are also in 
the "Self-Optimizing min" proiile. None of this states are present in any of the 
"Fail-Operation min/max" profiles. This reflects the fact that the decoupling of 
the OCM concept permits to suspend the complete cognitive operator at any 
time. A recovering of the cognitive features will leads to possible restart of the 
optimization cycle. 

The mentioned profile information can be generated out of the state chart 
as described in detail in [1]. 

3 Safety driven resource management 

The different profiles can be assigned to specific emergency categories using 
a generic monitoring concept for self-optimizing systems. We developed this 
concept originally in order to protect OCMs systematically against hazards or 
faults. These hazards or faults might result from their cognitive self-optimizing 
behavior themselves, but self-optimizing behavior can also support the reallo­
cation of resource to handle threats as outlined in the following. 

// /// 

Fig. 4. Monitoring Concept for self-optimizing Systems 

We have integrated the monitoring in the reflectoring operator of the OCM. 
The monitoring concept is a guideline, when and how self-optimization is rea­
sonable to use. Furthermore it describes which emergency categories should be 
supported and when a switching between them should be initiated to avoid 
major consequences (cf. Fig. 4) and which characteristics a profile should fulfill 
in order to be included in each category. The monitoring concept distinguishes 
four different emergency categories: 

I The system operates regularly and uses the self-optimization for the major 
system objectives; e.g. comfort and energy efficiency if useful. All regular 
profiles fall into this category, in our example "Self-Optimizing max/min". 

I I A possible threat has been detected and the self-optimization is not only used 
to optimize the behavior but also reach system states, which are considered 
to be safer than the current one. We describe in the next section our na­
ture inspired method which ensures that the system can in this case provide 
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more resources to enable more efficient countermeasures. In our example the 
Analysis substate of the reflective operator will detect this problem and only 
the profiles "Self-Optimizing max/min" and "Fail-Operation max" fit to this 
category. 

IIIA hazard has been detected that endangers the system. Fast and robust 
countermeasures, like a reflex, are performed in the reflective operator in hard 
real-time in order to reach a safer state (I or II). Depending on the specific 
OCM, profiles where the cognitive reactions runs in the background may 
still be employed, profiles with additional functionality may be employed, or 
only robust profiles without self-optimization are used. The "Fail-Operation 
min/max" profiles fit into this category, which use robust standard parameter 
settings to get back to a safe operational behavior. 

IVThe system is no longer under control; the system must be immediately 
stopped or a minimal safe-operational mode must be warranted, to minimize 
damage. In rare cases, cognitive reactions in the OCM may be employed in 
order to rescue the system if no fail-safe or minimal fail-operational behavior 
is possible. In our example the "Fail-Operation min" profile may be employed 
during the emergency brake of the system. 

3.1 Emergency categories and the a c u t e s t r e s s r e s p o n s e 

The American physiologist Walter Cannon published the "Fight-or-flight "-
Theory in 1929 [3], also known as acute stress response. It describes the re­
action of humans and animals to threats. In such "stress" situations specific 
physiological actions are taking place by the sympathetic nervous system of the 
organism as an automatic regulation system without the intervention of con­
scious thought. For example, epinephrine a hormone is released which causes 
the organism to release energy to react on the threat (fight or flight). 

We imitate this behavior inside our OCMs with support of our resource 
management of the RTOS. The idea is, when an OCM of the system detects 
a threat for the system the agent releases virtual epinephrine. This distributed 
epinephrine force non-critical OCMs in a profile with lower resource consump­
tions to free resources and thus permits the agent to hanlde the threat more 
appropriatley by switching in a profile of the emergency category II. 

Concrete the epinephrine carries the information how much additional re­
sources the OCM, which released the epinephrine, requires to activate his opti­
mal profile to handle the threat (eg. figure 3). All OCMs are sorted according 
their safety critical nature. As the blood system in an organism, our resource 
manager distributed the epinephrine to the OCMs. Starting with the OCMs 
with the lowest safety level, the epinephrine is injected to this OCMs and it can 
react on the epinephrine by switching into a special profile with lower resource 
requirements. If the OCM is only responsible for comfort it could for example 
switch to a "Off" profile with no or minimal resource requirements. The OCM 
"consumes " the epinephrine, this means the information inside the epinephrine 
how much resources are still required is updated. Then the resources manager 
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distributes the updated epinephrine to the next OCM, even if no resources are 
required anymore, so every OCM has information about the threat and can 
react accordingly. This procedure has the advantage that we achieve a faster 
self-organized reallocation than in the case of the regular resource optimization 
of the RTOS. 

In practice the switching to lower proviles of none or low critical OCMs is 
done, after collecting the information from all OCMs. This is done to ensure that 
all profile switches can be realized. The complexity of this process is linear to 
the number of OCMs. The reaction of the OCMs to the epinephrine (consuming 
it) is specified to be done in a short, constant time. The methodology to derive 
the profiles ensures that the basic safety countermeasures of the OCM to react 
to threats are always inchided in a current profile. So the countermeasures 
can be initiated without any delay, as no additional resources are required, 
while more advanced responses, which require additional resources can only be 
employed if the required additional resources are made available due to the 
stress response. If higher emergency categories such as II or IV are present, the 
outlined mechanism will propagate the resource demands in a similar manner 
considering the emergency category into account. 

4 Conclusion 

The presented generic OCM software architecture borrows the distinction be­
tween different levels of information processing present in natural organisms to 
handle better the complexity of mechatronic systems with self-optimization. In 
addition, a generic monitoring concept for each OCM and its self-coordination 
via the RTOS have been presented which emulate the acute stress response of a 
natural beings in the case of an emergency such that available resources are best 
allocated to address a given threat. The outlined self-coordinated adaptation 
of the system promises to enhance the dependability of systems as resources 
are employed more focused. It promizes to be also helpful for unanticipated 
problems as the investment of more resources to the control of misbehaving 
mechatronic subsystems is in many cases sufficient to compensate smaller sys­
tematic failures. 
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Abs t rac t . The Self Distributing Virtual Machine (SDVM) is a middle­
ware concept to form a parallel computing machine consisting of a any 
set of processing units, such as functional units in a processor or FPGA, 
processing units in a multiprocessor chip, or computers in a computer 
cluster. Its structure and functionality is biologically inspired aiming 
towards forming a combined workforce of independent units ("sites"), 
each acting on the same set of simple rules. 
The SDVM supports growing and shrinking the cluster at runtime as 
well as heterogeneous clusters. It uses the work-stealing principle to 
dynamically distribute the workload among all sites. The SDVM's en­
ergy management targets the health of all sites by adjusting their power 
states according to workload and temperature. Dynamic reassignment 
of the current workload facilitates a new energy policy which focuses on 
increasing the reliability of each site. 
This paper presents the structure and the functionality of the SDVM. 

1 Introduction 
In the past, the user's increasing demand for capacity and speed was usually 
satisfied by faster single processors. Nowadays the increase in clock rates seems 
to have slowed down. The exploitation of parallelism is one way to enhance 
performance in spite of stagnating clock speeds. Its use isn't limited to the 
field of supercomputers; nowadays even Systems-on-Chip(SoC) with a lot of 
processors, so called MPSoCs, are in production. 

Task scheduling and data migration for parallel computers, especially if 
embodied as a cluster of processing units, are complex problems if solved cen­
tralized. The use of biologically-inspired mechanisms can reduce complexity 
without sacrificing performance. The properties of biological systems like self-
organization, self-optimization and self-configuration can be used to ease pro­
gramming and administration of parallel computing clusters. These properties 
can be implemented efficiently using a paradigm common in complex biological 
systems: the collaboration of autonomous agents. 

Parts of this work have been supported by the Deutsche Forschungsgemeinschaft 
(DFG). 
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Using biologically inspired techniques to implement a parallel computing 
system is only the means to the end in meeting user requirements. With the in­
troduction of parallel computing, speed is not the only property which users are 
interested in; others too have come to the fore. In the following, several of those 
properties are presented. These properties focus on MIMD computer clusters. 
Such a cluster consists of an arbitrary number of independent processing units 
called sites which are connected using any kind of network. 

Despite the performance of parallel computers the computations may take 
serveral days to finish. For large scale machines like the ASCI-Q machine, the 
mean time between failures (MTBF) for the whole system is estimated to be 
mere hours [1]. Thus system stability even in the face of failure of single compo­
nents is an important goal. Parallel systems must therefore detect failures and 
intercept them transparently and unnoticed by the user. Presently, a system 
won't be able to repair itself physically, but the other sites should adapt to the 
changed environment and take over the work from the faulty site. This could 
be termed "self healing" of a system. 

A main cause for the limited use of parallel computers lies in the challeng­
ing programmability: For single processors, scheduling in time is sufficient, but 
for multiprocessor systems, the spatial dimension has to be considered, too. 
Spatially and timely scheduling of the chunks of a program is a non-trivial 
optimization problem for the programmer, especially as the parallelism of an 
application can vary greatly over execution time and depends on the input data. 
Therefore a possible solution would be to relieve the programmer of the spa­
tial scheduling at all, and let the system decide it at runtime using convenient 
heuristics automatically. The resulting transparent parallelization is similar to 
the goal of self-optimization, known from the subject of organic computing [2]. 

Experience shows that the performance demands increase over time. To 
be cost-effective, it suggests itself to prolong the life-span of a system instead 
of replacing it with a new system every few years. In the case of a parallel 
system this can be done by adding new processors or computers to increase its 
processing power. A parallel computing middleware should therefore support 
scalability. The benefit even increases if the growing and shrinking of the system 
is possible at runtime to cope with short-time processing power demand peeks. 

In the beginning parallel systems were implemented as dedicated clusters. 
These days they more and more consist of clusters of workstations, multi­
processor embedded systems, or even multicore FPGA-based devices. Thus en­
vironmental parameters change frequently and sometimes fast. Configuration 
by hand of such a dynamically changing system is hard or even impossible. 
Thus it should configure itself autonomously. Concerning parallel systems, for 
well-founded configuration decisions the sites must be informed about the other 
sites' load, speed, etc., automatically. This can be denominated as the goal of 
self-configuration. 

In section 2, the concept of the SDVM and its underlying mechanisms are 
described. After a list of some speedup results in section 3, this paper closes 
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with a conclusion in section 4. The SDVM prototype is implemented in C + + 
and its complete source code is freely downloadable [3]. 

2 The SDVM 

The Self Distributing Virtual Machine (SDVM) is a middleware to form an 
adaptive parallel system which is applicable to different granularities like func­
tional units on an FPGA, processors in a multiprocessor SoC, or a cluster of 
customary computers(see Figure 1). The SDVM is currently implemented as a 
prototype in software running as Linux daemons on a workstation cluster. 

site 1 

site 2 

site n 
networl< < 

Fig. 1. The SDVM connects processing units (sites) to form a cluster, regardless of 
the topology of the connection network. 

The SDVM actually implements several of the concepts inspired by biolog­
ical systems, namely the cooperation of somewhat autonomous systems, self-
controlled adaptivity to changing environments (as the size of the cluster or its 
heterogeneity) and decentralization of task scheduling. The sites that build the 
cluster are basically equal with no master or fixed division of functions. Fur­
thermore, the SDVM supports self-healing by the use of checkpoints, to ensure 
proper program execution irrespective of failing cluster members. 

2.1 T h e concept 

The SDVM can be seen as a dataflow machine augmented with a distributed 
shared memory: An application to be executed by the SDVM is cut into several 
chunks of code, the microthreads. Each microthread needs certain parameters 
when run, therefore these parameters have to be collected prior to execution 
of the microthread. The data container collecting the parameters is called the 
microframe (see Figure 2). 

target addresses 

microframe microthread 

Fig. 2. Microframe and Microthread 

A microframe is filled over time with the parameters it awaits. When all pa­
rameters have been received, the corresponding microthread is executed using 
these parameters and in the process calculates results needed by other mi-
croframes as parameters. Microframes can travel throughout the cluster while 
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being filled. As the corresponding inicrothread is only needed when they are 
actually executed, the microthread is not included in the microframe to lessen 
bandwidth consumption when moving from one site to another. 

While a microframe is being filled, the SDVM has not yet decided which 
site will execute this microframe with its corresponding microthread. When 
a site autonomously decides to execute a microframe locally, it finally needs 
the corresponding microthread which is then read from the local code cache 
or copied over the network. In this way the application itself (in terms of its 
microthreads) spreads automatically throughout the cluster over time—the sites 
will request just what they need and when they need it. 

Microframes are not the only way to exchange data between parts of a 
program. The entirety of the SDVM provides a distributed shared memory 
(DSM) like SCI [4] and FLASH [5]. SDVM-programs can allocate and use this 
memory just like heap memory is used in C / C + + . The memory addresses 
pointing to allocated memory regions can be passed as microframe parameters 
between microthreads. This global memory consists of the sum of all sites' 
memories. If a site is shut down (shrinking the cluster) the data stored in its 
local part of the global memory is pushed out to other sites before. 

Any site which has nothing to do will ask other sites for work and will in 
return get a microframe which is ready for execution, if available. Any new site 
joining the cluster will just notice that its work queue is empty and act like 
any site which is out of work. In this way a site autonomously provides itself 
with work. This is called the work stealing principle (also referred as "receiver-
initiated load balancing"), as opposed to the work sharing principle ("sender-
initiated load balancing") where overloaded sites try to push away work to less 
loaded sites. Nearly all load balancing mechanisms base on work sharing, work 
stealing, or a combination of both [6]. On heavy loaded clusters work sharing 
leads to an even higher burden due to unsuccessful load balancing attempts. 

As the SDVM provides a way of virtualization, it can connect heterogeneous 
machines to form a cluster: Several underlying architectures, platform types and 
operating systems are supported. If a site wants to execute a microthread which 
doesn't exist in its needed binary format yet, it must be generated somehow. 
If the SDVM is used as a middleware for computer clusters, it will request 
the source code and compile it on-the-fly and at runtime vising the locally 
installed compiler (like gcc). The results show that the compilation time is fast 
enough, because the microthreads are small chunks of code and don't have to be 
linked (this is done automatically by the SDVM when receiving a microthread 
anyway). When the SDVM is used as a firmware for MPSoCs, techniques like 
code morphing can be used to translate the binary of the microthreads. 

As a middleware the SDVM connects several machines. In contrast to 
client/server concepts like CORBA [7], the machines are treated equally, 
though. The SDVM cluster consists of the entirety of all sites, which are SDVM 
daemons running on participating machines. The number of sites, their comput­
ing power, and the network topology between them is irrelevant, as the SDVM 
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automatically adapts to any cluster it is run on, even when the cluster grows 
or shrinks at runtime by adding or removing sites [8]. 

The SDVM daemon consists of several managers with different fields of re­
sponsibility. Some deal with the execution of code fragments, some attend to 
communications with other sites, some are concerned with the actual decision­
making (see Figure 3). The latter implement the self-x features of the SDVM. 
They are described in the next sections. 

A(lrari.on 

Fig. 3. An SDVM daemon consists of several managers. 

2.2 T h e execut ion layer 

The execution layer is responsible for the handling and execution of the code 
and data. Furthermore it provides I /O virtualization. 

Microframes waiting for more parameters as well as global memory objects 
are kept in the attraction memory. If a data object is requested, it is first sought 
locally. In case of a miss the site it actually resides on is determined and then 
the data object is moved or copied to the local site. 

The microthreads are only requested when they are to be executed lo­
cally. The local caching of microthreads and the compilation of microthreads, 
if needed, is done by the code manager. 

The processing manager executes the microthread/microframe pair. To ac­
complish this, it provides an interface for the microthread to read the parame­
ters of its microframe. When the execution has finished the processing manager 
deletes the no longer needed microframe. To hide network latencies when e.g. 
an access to a remote part of the global memory is needed, the processing man­
ager may execute several microthread/microframe pairs concurrently. Test runs 
suggest that a number of 5 parallel processing manager threads are a good value 
for applications having much communication between the microframes. 

The input/output manager manages user interaction and accesses local re­
sources like hard disks or printers. 

2.3 T h e communicat ion layer 

The communication layer manages sending and receiving of messages between 
sites. The message manager is the central communication hub for all other 
managers. It generates serialized data packets to be sent to other sites, adds 
information about the local site and determines its address before optionally 
passing them to the security manager. This manager may then encrypt and sign 
the data packets to avoid e.g. eavesdropping and spoofing. On the receiving 
site it will validate the signature and decrypt the message, if necessary, before 
passing it to the message manager. 
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The network manager is the part of the SDVM which is responsible for 
the actual transportation of the data packets. For the currently existing cluster 
realization it uses T C P / I P to send data to other sites. For an implementation 
of the SDVM on SoCs or multiprocessor chips it would have to use the on-chip 
network to pass data to the receiving site. 

2.4 T h e decis ion layer 

While the responsibilities of the managers in the execution and communication 
layers are more or less usual in computer systems, the decision layer implements 
the more sophisticated parts and the self-x-properties of the SDVM. 

The SDVM features distributed scheduling which is done by the scheduling 
manager. Most scheduling methods assume a central calculation of the exe­
cution order, combined with a centrally managed load balancing. They take 
advantage of the accord that all information is collected on one site and thus 
good scheduling decisions can be made. However, in big clusters this central 
machine may become a bottleneck or even a single point of failure. 

The SDVM works without client-server concepts as far as possible. Therefore 
the scheduling is done autonomously by each site. The sites therefore don't have 
knowledge about the current global execution status of the application, but only 
about the locally available executable microframes. Some information can be 
extracted in advance, though: The dataflow graph of the application contains 
all microthreads and therefore the critical path of an application and regions 
of high data dependencies can be detected. These parts will then be executed 
with higher priority resp. executed preferably on the same site. 

The site manager collects data about the local site, e.g. processing speed, 
current load, number of applications the site works on, etc. This information 
is then passed (piggyback on other messages) to other sites' cluster managers, 
measuring the current network latency between these sites on the way. The 
cluster manager then possesses performance data about any site it directly 
works together with. Thus it can provide hints on which microframes to pass 
to which site. For example, a slow site with long network latencies will not be 
given a microframe which lies in the critical path of the application—another 
microfraine which will be needed a bit later and therefore can afford to be 
calculated slower would be a better choice. 

Another job of the cluster manager is the crash management. If a site does 
not respond to messages anymore, it is (after a while) regarded as crashed. The 
cluster is informed about the crash, then the applications which were executed 
on this site are determined by the other sites, as these applications have to 
be restarted. To avoid a whole restart of an application the SDVM features a 
checkpointing mechanism: Any microthread may not only apply its calculation 
results to the microframe awaiting them but also to a special microframe, the 
checkpoint frame (see Figure 4(a)). When a crash occurs, the site holding the 
youngest complete checkpoint frame is determined. This site then creates a 
recovery frame which recreates the not-yet executed microframes and reapplies 
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reapply 
data 

(a) Information about microframes 
and the data apphed to them gets 
copied to the checkpoint frame. 

Fig. 

(b) After a crash occured, the 
recovery frame is generated and 
executed. It recreates the stored 
microframes and reapplies the 
stored data. 

4. The checkpointing mechanism works on the CDAG (controlflow dataflow 
allocationflow graph) [9] of an application 

the parameters to them (see Figure 4(b)). The application then runs on from 
that point undisturbed. 

2.5 Freedom of adapt iv i ty 

The optimization success of an application's execution depends on how the 
current environment properties can be dealt with. Therefore an application 
which doesn't make too many restricting assumptions before runtime is more 
easily optimized at runtime. Typical assumptions are e.g. the platform type the 
application will be run on, the performance needed, the size of the cluster, the 
degree of parallelism, etc. The later those degrees of freedom are exploited and 
actual information taken into consideration, the more this information will be 
accurate with regard to the execution environment—and thus the system be 
made adaptive and the optimization improved. 

In order to cope with the mentioned degrees of freedom, the SDVM acts 
as a virtualization layer which hides most properties of the underlying hard­
ware from the applications. Therefore the SDVM may decide single-handedly 
where and when to execute specific microframes. In the area of reconfigurable 
hardware, the SDVM may even decide to resize the cluster by configuring ad­
ditional processors and thus react to performance demand peeks. Based on 
available space and application requirements microthreads themselves can be 
configured as hardware at runtime and thus executed much faster. 

The support for heterogeneous hardware architectures and varying cluster 
sizes makes it possible to upgrade hardware while the software runs on: Add 
new hardware and shut down the old. 

2.6 Rel iabi l i ty and dynamic power management 

The SDVM features another interesting concept which can be useful to enhance 
the reliability of a cluster or better yet of a multiprocessor chip it runs on. 
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The energy manager monitors the current load of the whole cluster and decides 
whether more processing power than needed is available. In this case it will send 
some sites a signal to work in a slower mode or even shut down completely. This 
reduces energy consumption and avoids overheating of processors. In case the 
load increases sites will get a signal to recur from sleep or shutdown mode. 

Since energy management has an impact on the reliability of a system [10], 
the reliability can be further enhanced by introducing a new energy manage­
ment policy. Unlike usual strategies which try to minimize energy consumption 
or reduce it without sacrificing performance, the new policy aims towards a 
minimal number of temperature changes. Thermal cycles induce mechanical 
stress which is a major contributor to chip failure [11]. Thus reducing thermal 
cycles reduces mechanical stress and therefore prolongs lifetime. 

The SDVM is well suited for this kind of energy management pohcy, because 
the workload distribution adapts automatically to the changing performance of 
each site. Sites which fail to request work are not slowed down immediately in 
order to reduce thermal cycling. Similarly, sites having high load levels are not 
put to a higher performance level immediately if there are still underworked 
sites present in the cluster. 

A method where any site may freely decide for itself its energy status may 
result in a situation where all sites simultaneously decide to shut down; there­
fore, as a mitigation of the distributed paradigm, the energy managers use an 
election algorithm to define a master which then is the only one to decide. The 
master may even decide to shut down its own site or to quit being the master; 
then the election is simply started again among the remaining sites. 

3 Results 

In this section some results are shown for a simple application, namely the 
Romberg numerical integration algorithm [12]. This algorithm partitions the 
area to be measured into several portions of constant width. Those can be 
measured independently and the results added eventually. The first microthread 
will generate a target microframe where the results are finally added and then, in 
our example, 100 or 150 other microframes containing the Romberg algorithm, 
which can be run in parallel. 

The SDVM needs a lot of calculations and communication to distribute 
code and data. Therefore a question is whether the additional overhead is small 
enough to maintain the concept. 

First, it shall be demonstrated how much overhead is generated by using 
the SDVM. To show this, run times on a stand-alone SDVM site are compared 
with the run times of a corresponding sequential program (see Figure 5). This 
overhead appears to be about 2%, even if the microthreads have to be compiled 
before execution. 

In the next step, it has to be shown that the speedup is in expected regions. 
On a cluster of identical machines (Pentium IV, 1.7 GHz), a value for the 
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Fig. 6. Romberg algorithm: Run times 
and speedup depending on the number 
of sites 

Fig. 5. Romberg algorithm: Comparison 
of the run times (in seconds) of a sequen­
tial program and the SDVM with one 
site. Values are given with and without 
compilation time, respectively, for width 
100 and 150. 

speedup is shown in Figure 6. It reaches roughly the number of participating 
sites, which is a good result. 

width 100 
width 150 

speedup width 100 
speedup width 150 

1 site 2 sites 4 sites 
128 
193 

1 
1 

65 34 
97 51 

1.97 3.76 
1.99 3.78 

4 Conclusion 
The Self Distributing Virtual Machine is a middleware which connects any func­
tional units to form an adaptive parallel computing system. Both structure and 
functionality are biologically inspired as it is built from autonomous interact­
ing units, features decentralized decision making and supports self-healing from 
cluster member faults. The SDVM detects failed members, removes them from 
the cluster and enables applications to efficiently recover from failure by the 
use of checkpointing. 

The SDVM is self-organizing as a new SDVM-enabled unit which wants to 
join only needs a communication channel to a site which is already part of the 
cluster. As sites may join or leave at runtime without disturbing the execu­
tion of running applications, the cluster may grow or shrink to any convenient 
size, moreover regardless of the sites' operating systems, hardware or even the 
network topology between them. The cluster scales automatically. 

It is self-optimizing as it automatically distributes data and program code 
to sites where it is needed, thereby dynamically balancing the workload of the 
whole system. Furthermore, this vastly facilitates a hardware upgrade while 
the system is running by shutting down old hardware and signing on new 
hardware—the applications will be relocated automatically and continue to run 
nonetheless. Similarly, resources can be added temporarily to cope with short 
term peeks in computing power demand. 

The distributed scheduling of the SDVM provides the foundation for a new 
energy management policy which can improve the reliability of the participat­
ing systems. It differs from usually applied policies in its focus to reduce the 
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number of thermal cycles of the system while minimizing the negative impact 
on performance. The tradeoffs between performance and reliability, and number 
of thermal cycles and mean temperature levels are currently investigated. 

A prototypical implementation of the SDVM has been created and evaluated 
for the area of cluster computing. The prototype and its full source code is freely 
downloadable [3]. The SDVM is currently being adapted to multi-core processor 
systems. 
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Abstract . Tliis paper presents a tool, one component of the Telework­
bench system, for analyzing experiments in multi-robotics. The pro­
posed tool combines the video taken by a web cam monitoring the field 
where the experiment runs and some computer generated visual ob­
jects representing important events and information as well as robots' 
behavior into one interactive video based on MPEG-4 standard. Visual­
ization and data summarization enables the developer to quickly grasp 
a situation, whereas the possibility of scrolling through the video and 
selectively activating information helps him analyzing interesting events 
in depth. Because of the MPEG-4 standard used for the output video, 
the analysis process can be done in a wide range of platforms. This trait 
is beneficial for education and research cooperation purposes. ̂  

1 Introduction 

One way to design and develop multi-robot systems is the use of bio-inspired 
swarm principles. Swarm systems usually consist of many homogeneous agents 
that follow a small set of simple rules. Communication, either explicitly or im­
plicitly via the environment, is strictly locally constrained. There is no central 
coordination, and cooperation among the agents and global effects result from 
the individual behavioral rules. When developing such robot swarm systems, 
the setup, observation and analysis of experiments can be tedious and challeng­
ing for the roboticist. Numerous robots need to be charged and the programs 
downloaded onto the robots. When executing the experiment, it is difficult to 
concurrently observe all robots, which run in real-time and possibly over a long 
period. It is our intention to provide an analysis tool for experiments in multi-
robotics. This analysis tool is meant to help roboticists in assessing their robot 
programs or algorithms for any application when being tested in real experi­
ments. Through this tool the observable as well as the unseen behavior of robots 

' This work was developed in the course of the Collaborative Research Center 614 
Self-optimizing Concepts and Structures in Mechanical Engineering University of 
Paderborn, and was published on its behalf and funded by the Deutsche Forschungs-
gemeinschaft. 
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during experiments will become more transparent to the roboticists, which is 
an invaluable factor in debugging the robot programs. 

For analysis purposes, robots are usually programmed to send or to record 
a lot of information. The question now is how to effectively summarize all infor­
mation produced in a way that the actual situation of robots at any particular 
time can be conveyed to and easily comprehended by robot programmers. One 
way to do this is through visualization. Visualization can be used to show the 
behavior and especially to make complex states of behavior comprehensible to 
human. 

The tool we propose works by processing information acquired from the 
Teleworkbench system [1] during an experiment and outputs one multimedia file 
visualizing acquired information. The visualization is built based on MPEG-4 
standard. There are some reasons for using MPEG-4: its interoperability, flexi­
bility, reusability, and interactivity. With MPEG-4, we can easily combine sev­
eral multimedia sources, whether it is video or audio, into one file playable in a 
wide range of hardware and operating systems. This trait is advantageous for 
exchanging and storing the result of the experiment. Moreover, we can have a 
"'run once, analyze many"' analysis tool that requires us to run the analysis 
process only once but enables us to have many perspectives of the problems we 
are trying to solve at later time. Furthermore, with MPEG-4 we can also embed 
computer-generated objects into the video data, which is essential for providing 
a sense of reality for users. In the case of our analysis tool, we use one video 
taken by an overhead web cam monitoring a field where the experiment is exe­
cuted and embed computer-generated objects on top of it. These video objects 
represent information important for analysis, e.g. robots' path, communication 
message, internal state, sensor values, or even images. To provide interactivity, 
there is a menu area with which users can select the most relevant information 
for a certain situation. 

To date, there are some tools for analyzing robot experiments, ranging 
from general-purpose software such as MATLAB [2] and SysQuake [3] as well 
as application- and robot-specific software such as KITE [4], beTee [5], and 
PyKhep [6], However, none of them offers all the features we mentioned above. 

In this paper, we present the proposed tool for analyzing experiments using 
minirobot Khepera. However, it does not necessarily mean that this analysis 
tool can be used only for this type of robot. The idea of this tool is extensible 
to any robotic platform. 

The paper is structured as follow. After shortly stating the problem and our 
proposed solution in Chapter 1, we will give a short overview of our Telework­
bench system in Chapter 2. Next, the description of the analysis tool will be 
presented in Chapter 3. Afterward, Chapter 4 will describe how our proposed 
tool can help us in analyzing an experiment in bio-inspired robotics. This paper 
will be concluded in a short summary in Chapter 5. 
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2 Teleworkbench - A Short Overview 

We have presented the Teleworkbench System in [1]. Teleworkbench is a tele-
operated platform or testbed for managing experiments involving one or many 
mini-robots Khepera. The idea behind the Teleworkbench is to provide remote 
setup and execution of experiments in multi-robotics and also to facilitate an 
easy analysis on the resulted data. To enable long-time experiments, the Tele­
workbench is equipped with recharging stations to enable robots recharging 
their batteries during runtime. The Teleworkbench is connected to the Internet 
to allow easy access for remote users located in any part of the world. 

2.1 Teleworkbench Features 

- Internet connectivity. The Teleworkbench is connected to the Internet, 
which allows easy access for remote users located on every part of the world. 

- Remote experiment setup and execution. Remote users can setup and 
execute experiments involving many mini-robots Khepera with various exten­
sion modules. The Teleworkbench has one field, measuring 2m x 2m, which 
is partitionable into four fields of size Im x Im.^ 

- Robot posit ioning system. The robot positioning system will track every 
robot captured by a web cam and extract robots' position relative to the 
field. At the current version, 36 robots can be identified and localized. 

- Wireless robot communication. The Teleworkbench system uses Blue­
tooth technology as the medium for robot communication. With our Blue­
tooth module [7], the communication among robots is more reliable and faster 
(up to 57600 bps) than the normal Khepera Radio Turret. 

- R e m o t e program-download to robot. Remote users are allowed to di­
rectly control the behavior of the robots by downloading their own programs 
to robots. 

- Live-video of the experiment. During experiments, users can in real-time 
watch how the experiments proceed through the live-streamed-video of the 
experiment taken by web cams monitoring the fields. 

- Events and messages logger. Every occurred events and exchanged mes­
sages are recorded and retrievable. 

- Post-experiment analysis tool. Immediately after the experiment comple­
tion, an interactive MPEG4-video is generated showing some important infor­
mation recorded during the experiment. With this, we can have a "run once, 
analyze many" analysis tool. Thus, analysis of the experiment is easy and 
convenient. Moreover, since all information is stored in one file, the MPEG4-
based video file, it is very comfortable for exchanging and presenting research 
result. 

The main field is more or less equal to a field of size 11.6m x 11.6m for robot 
Pioneer3-DX (44cm x 38cm x 22cm). 
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- Interoperability. The Teleworkbench system was designed to allow com­
munication with other programs, which can be implemented simply by using 
socket communication. Result in [8] shows how one program acting as a gate­
way passes an XML-based messages from a remote user to the robot through 
the Teleworkbench system. 

2.2 Teleworkbench Components 

The Teleworkbench system (see Figure 1) comprises one field with several cam­
eras monitoring it, a wireless communication system, and some computers con­
nected to a local area network with tasks such as image processing, databasing, 
message redirecting, and web-hosting. 
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Fig. 1. The diagram of the Teleworkbench system showing the system architecture. 

The experiments will be executed on the field which has the resources re­
quired as defined by the users during the experiment setup. During the ex­
periment, the web cam above the field will become active and send the video 
information to the Video Server. This server will process the captured video 
data to extract any robot on the field and calculate the position and orienta­
tion of the robots. To allow the extraction of robot position, every robot has 
a color mark on top. The detected robots along with their position will be 
recorded in a log file called "Position Log File". Concurrently, this server will 
also encode the video and stream it to the Video Streaming Server, to provide 
live video of the experiment. 

During experiment, robots can communicate wirelessly with each other or 
ask the Teleworkbench Server through the Bluetooth module. In some experi­
ments, robots might need to send some internal information for analysis process. 
Every messages sent by the robot will be recorded in a log file called "Commu­
nication Log File". 
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If required by the users, it is also possible to involve some intelligent agents 
running on separate computers (For security reason, we allow only computers 
inside our LAN) connected to the Teleworkbench Server. These agents then can 
communicate or even control the robots during the experiment. 

After the experiment is over, the Teleworkbench Server will call the Post-
Experiment Tool module to generate the visualization of the experiment. This 
tool will generate an MPEG-4-based video with some computer generated ob­
jects superposed on it. These objects represent some important information 
needed by the roboticists for analysis purpose. Further detail on this analysis 
tool will be presented in the following chapter. 

3 The Teleworkbench Post-Experiment Analysis Tool 

The proposed tool consists of two main parts, which are MPEG-4-based video 
serving as a user interface and visualization generator. The former is actually 
the output of the latter. 

3.1 The Analysis Tool 

Video as User Interface A snapshot of the video is shown in Fig. 3(a). 
The part in the middle is the video taken by a web cam located above the field 
where experiments run. In the same area, some computer-generated objects will 
be superimposed onto the video near the corresponding robot. These objects 
representing information such as robots' body, communication messages, robots' 
path, battery level, internal states, and linear camera data. 

In the area on the right side, there are two sub-areas, the first sub-area above 
is the menu area at which users can select the information they want to see at 
any particular of time. The second one below is the detail-information area in 
which users can have a more detailed visualization of selected information. 

Visualization Generator The block diagram of the visualization generator is 
shown in Fig. 2. The input for the visuaUzation is the position and communica­
tion log file as well as the video monitoring the platform where the experiment 
is running. The video and position log file are generated by the Robot Position­
ing system mentioned at the previous section, while the communication log file 
is provided by the Data Logger. At the other end, the process will produce a 
video serving as the user interface and the visualizer. 

The visualization generator is basically composed of data extractor, scene 
generator and MPEG-4 scene encoder. In the following paragraphs, a more 
detailed description of each component will be presented. 

Data Extractor Data extractor is responsible to extract information needed 
by the scene generator. The input data are position and communication log 
file. The position log file is generated by the robot positioning system, which 
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calculates the position of all robots taken by the overhead web-cam. Hence, it 
contains only robot external information. Meanwhile, communication log file 
captures all exchanged messages among the robots or between the server and 
the robots. Thus, it preserves robots' internal information. 

Position log file provides two important information for the data extractor. 
The first one is the frame information in the form of frame number and time 
stamp. This information is required to synchronize the computer generated 
objects with the input video data. The second information is the position and 
orientation information in pixel unit. This information is required for drawing 
some objects at the right position and orientation. 

In the case of communication log file, we can basically program the robot to 
send as various information as possible to provide robot programmers with their 
desiring information. But for the time being, we support only several informa­
tion to be visualized, which are infra-red sensors, linear camera, robots' states, 
and other communicated messages. The last one means all messages which do 
not belong to any of the first three types of information. To differentiate the 
messages, we use a specific character as a header for each type of information. 

Scene Generator Scene generator is responsible to generate scene descrip­
tion which is required by the MPEG-4 scene encoder for creating a computer-
generated animation overlaying the input video data. The scene description is 
based on XMT-A, which is one of the Extensible Markup Language (XML)-
based formats supported by the MPEG-4 standard. 

The scene description contains the information describing how the robots 
move, how the visualization of the sensors' values, the communication messages, 
and the robot's internal state are varying over time, as well as how users interact 
with the visualization content. 

MPEG-4 Scene Encoder MPEG-4 scene encoder has a function to generate 
an MPEG-4 file based on the scenery information written in XMT-A format. 
The heart of this component is the open source software called MP4B0X, a 
command-line MPEG-4 scene encoder. The output from MP4Box is a video file 
in MP4 format. There are two reasons that we are using this software. First, it 
supports many types of multimedia file, e.g. MPEG-4 video and audio, JPEG 
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Fig. 2. The process ^ow of the visualization generator. 
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and PNG images, AVI, etc, which means we can easily combine many kinds of 
multimedia file into one file. Second, it is an open source software, which means 
it is free of charge. For more detail on the GPAC project in general and the 
MP4B0X in particular, interested readers are referred to the aforementioned 
reference. 

3.2 The Implementat ion 

At present, the data extractor and scene generator are built using C language 
and run under Linux. However, it will be easy to port these modules to other 
operating systems. In the case of MPEG-4 scene encoder, we downloaded and 
installed the GPAC project. From this package we get two important programs, 
which are MP4B0X and 0SM04. The former is an MPEG-4 scene encoder 
and the latter is an MPEG-4 player which we use for playing back the output 
produced by the former. 

4 Experiment 

In research, models have been developed to simulate the behavior of human 
crowds in panic and escape situations [9]. The findings gained from such sim­
ulations help engineers design escape routes of areas where mass panic situa­
tions may occur. When performing such simulations, researchers usually have 
a global view and are interested in total system behavior. In these simulations 
people are often modeled as particles. The resulting speed of a particle is calcu­
lated in dependence of the desired direction as well as attractive and repulsive 
forces of other particles and static obstacles like walls. The particles often have 
global knowledge to make their decisions and are able to sense and move omni­
directionally. 

Inspired by the idea of escape simulations for large crowds, we aimed to 
develop evacuation strategies for multi-robot-systems. Evacuation strategies for 
robot systems may become necessary when an area must be vacated quickly 
through a limited number of exits or when a large number of robots have to 
board a transport robot. However, in difference to the particle-based simulation 
models above, the individual robots generally do not have global knowledge 
and cannot sense and move omni-directionally. Our objective was to develop 
an evacuation strategy for multi-robot-systems based on simple, robust policies 
relying only on local sensing and information. 

For our implementation and experiments we used the Khepera II robot 
equipped with our Bluetooth communication module, and the Teleworkbench. 
Using the Teleworkbench, the setup and execution of an experiment is signifi­
cantly simplified. Several experiments can be pre-planned and are then automat­
ically executed consecutively by the Teleworkbench. For example, if the effects 
of different program parameters need to be tested, it is possible to pre-compile 
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the robot software with the different parameters, transfer those programs to 
the Teleworkbench and let the Teleworkbench automatically run the tests. 

The setup of our experiment is shown in Fig. 3(a). The objective of the 
robots is to leave the left side of the operational area through the exit in the 
middle. One major challenge is to avoid mutual blockage and deadlock situa­
tions. For perception, the robots only use their integrated infra-red proximity 
sensors with a range of vision of about 4 cm. In our experiments the approximate 
direction of the exit is known to the robots. They use the integrated odometry 
system to keep track of their direction. We implemented a simple, distributed 
strategy in which robots first try to rush towards the exit individually. When 
the robots detect an obstacle or another robot, they try to circumnavigate it. 

The analysis tool presented in this paper helps the developer in debugging 
multi-robot systems as it automatically matches and merges internal informa­
tion from the robots with external information extracted from the recorded film. 
The result is presented in a single, interactive interface where the developer can 
fast forward or backward to situations and selectively activate information. Vi­
sualization and data summarization enables the developer to quickly grasp a 
situation, whereas the possibility of selectively activating information helps him 
analyzing interesting events in depth. The integration in a single user-friendly 
interface helps the developer concentrating on the analysis of relevant incidents 
and software debugging. 

One concrete example for a useful feature in this particular case is the dis­
play of the superposed robot trajectories which allows us to analyze the global 
effects of our evacuation algorithm (see Fig. 3(b)). Furthermore, the presenta­
tion of the individual robot paths together with the respective sensor values and 
internal states in a single analysis window, and the possibility to fast forward 
and backward to important situations helps us to verify and debug the code as 
the analysis and explanation of the robot behaviors is significantly simplified. 

5 Conclusion 

We have described an analysis tool which is part of our Teleworkbench system. 
This tool can be very beneficial for robot programmers due to its ability to 
provide a video of the experiment embedded with computer-generated visual 
objects representing important events and information as well as the robots' 
behavior during an experiment. The use of MPEG-4 standard is very helpful 
because it eases the visualization process and gives us flexibility in providing 
interactivity between users and the content. We have demonstrated the func­
tionality of the analysis tool in a bio-inspired robotic experiment. From the 
demonstration, we can see how the proposed tool can give us insight on the 
actual internal and external behavior of robot (s), which is invaluable for de­
bugging. 
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(a) Setup of the experiment. The robots try to evacuate the 
left side of the area through the middle gate Eis quickly as 
possible. 

(b) Analysis of the experiment. Visualization of the super­
posed robot paths. All robots passed through the gate effi­
ciently except robot number 12. 

F ig . 3 . Snapshots of the output video of the proposed analysis tool in a bio-inspired 
experiment involving five mini-robots Khepera II. 
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Abstract. We present a socially inspired approach that allows agents 
in Multi-Agent Systems to speed up their own learning process through 
communication. Thereby, they are able to trade off impact of knowl­
edge by mutation dependent on the recent performance of the inter­
acting agents. This is inspired by social interaction of humans, where 
the opinions of experts have greater impact on the overall opinion and 
are incorporated more exactly than those of newbies. The approach is 
successfully evaluated in a simulation in which mobile robots have to 
accomplish a task while taking care of timely recharging their resources. 

1 Introduction 

A lot of useful techniques exist for groups of agents that learn to behave op­
timally to reach a given task while adapting to their environment. Especially 
reinforcement learning (RL) [1, 2], where the agent does not need a predefined 
environment model and learns through reward and punishment that it receives 
from its environment, has been shown to be a viable solution for groups of 
behavior-based learning agents [3]. This approach has also been successfully 
used to learn in groups of agents to connect the individual agent's innate states 
to the proper behaviors it has to execute when being in the according state [4]. 
The success of such reinforcement learning systems depends in general on the 
careful design of the state and action space and the reward function. In many 
situations these have to be found out by careful analysis of the domain fol­
lowed by a trial and error period — often leading to suboptimal solutions. In 
Multi-Agent Systems (MAS) the problem is on the one hand amplified since 
the interferences of the agents cannot be anticipated by the designer. This is 
especially true for environments, in which no central intelligence is available 
for coordination and optimization. On the other hand it can be relieved if 
proper learning methods are combined with robust mechanisms for spreading 
the learned knowledge between the agents. 

In this case, however, the problem arises, how to integrate the received infor­
mation into its own knowledge base if only sporadic communication possibilities 
exist. Our socially inspired approach that we describe in this paper contributes 
to this problem with the following properties: 
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- The impact of knowledge learned by individuals is weighted in the commu­
nication process based on the recent performance of the participants, called 
"expert state". The more "expert" an agent is regarded the more influence 
it has on the final knowledge arbitration of the other participant. 

- Mutation fosters new solutions based on the expert level of the participants. 
The less "expert" an agent is regarded the more mutated his information are 
transmitted. 

- The number of expert agents is allowed to vary. 
- In unknown or changing environments the performance of agents will decline 

resulting in more mutation until the first agent finds a way to perform better, 
that in turn increases his expert state and impact on the subsequent knowl­
edge exchange. Thereby, this approach is robust to environmental change. 

In our previous work we have shown how the knowledge transfer in societies 
of autonomous systems leads to the propagation of the most valuable informa­
tion units that offer the biggest performance advantage [5,6]. In that experiment 
we modeled the knowledge as a discrete sequence of actions which have influ­
ence on the agent's intrinsic performance evaluation. Based on the outcome 
of the imitated action sequences these were distributed in the agent society. 
Encouraged by these results, we use the imitation process in form of group 
learning to deal with continuous information units: the information, how the 
continuous state space is best to be discretized. The discretization in the current 
work is inspired by learning in human societies, where humans exchange their 
knowledge from time to time. Typically in this group learning process firstly 
the opinion of experts counts more than the opinion of less experienced group 
members. Furthermore, expert opinions tend to be more exactly integrated into 
the learning result. A good measure for experience are the age or lifetime of an 
agent and its accumulated performance. In this way, the propagation of useful 
knowledge in form of information units is not only dependent on the current 
state of the imitated agent, but also on its lifetime achievement. In this vein, 
we are approaching the optimization of the state space from the memetic point 
of view according to Dawkins [7, 8]. 

We evaluate the approach in a mobile robot application that simulates three 
of our soccer robots Paderkicker [9]. They have to learn how to optimally per­
form a given task under strict resource constraints. 

2 Related Work 

Many existing approaches have shown, that communication can and should be 
used in MAS to improve the group performance [10, 11]. Riley and Veloso [12] 
demonstrate how coaching between the individual agents can improve the per­
formance for Q-learning agents. Tan [4] investigated the issue of exchanging 
information between multiple Q-learning agents. He found that the exchange of 
learned policies among agents "speeds up learning at the cost of communica­
tion". Dahl et al. [13] show how inter-agent communication in conjunction with 
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RL can improve the capability of agent groups to organize themselves spatio-
temporally. In his work the agents communicate the reward to speed up the 
learning process — the state space itself is predefined and kept fixed for the 
whole learning process. In contrast to Dahl our approach deals with the adap­
tation of the state space based on the experience level of the communicating 
agents. 

In this work we are not concerned with the optimization of joint actions 
in cooperative MAS, as it is investigated e.g. by Kapetanakis et al. [14] who 
demonstrate how agents employing their FMQ algorithm have the ability to 
converge towards the optimal joint action when teamed-up with one or more 
simple Q-learners which are in touch all the time. A more general investigation 
on cooperation in MAS is done by Claus et al. [15]. Instead, we are interested 
in mechanisms that allow for robust spreading of learned efforts between agents 
where the experience and the number and the visible agents may vary. The 
work on expert balancing algorithms, e.g. [16], typically relies on a fixed set 
of experts that issue recommendation at fixed time interval and the agent in 
question only has to choose one every time step. However, situations of this 
kind are very seldom in real-world application. Often we are happy if there 
is someone within reach to communicate with and we have to make ad-hoc 
decisions about how much value his information provides and how we integrate 
it into our own knowledge. For this situation we present our approach. 

3 The Problem Domain 

We consider an environment where mobile robots have to maximize their per­
formance performing an abstracted task while keeping track of their limited 
resources. A robot collects a so-called task point in every time step when it ex­
ecutes the proper task action in the task area. The agent has to pay attention 
to resources of m types which are consumed at an individual rate. For each 
resource type the actual resource level is measured by a continuous value be­
tween 0 (resource of this type exhausted) and 1 (resource of this type is filled). 
The agent's main goal is to collect as many task points per lifespan as possi­
ble. For this it has to interrupt the main task in order to timely arrive at the 
filling station of the correct type that satisfies the agent's resource needs. In 
the environment there are multiple energy bases for every resource type. If one 
resource level is zero the agent dies and is restarted with zero task points. This 
way they have to trade off task accomplishment and lifetime extension through 
timely taking care of resources. 

4 Architecture 

The agents learn on two levels (Fig. 1): 1) the individual learning level, where 
the best mapping from the state space to the action space is learned using 
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standard Q-learning, and 2) the knowledge exchange level, where the agents 
exchange their knowledge when encountering each other. 

perception 

modelling system 

Fig. 1. Agent architecture: The interplay between the knowledge exchange level 
(KEL) and the individual learning level (ILL). 

4.1 Individual Learning Level (ILL) 

An agent is provided with hand-coded reactive behaviors [17] that move to­
ward one of the two resource type areas or to the task area, respectively. The 
behaviors are constructed out of low level basic actions that move the agent 
toward the desired goal and avoid obstacles on the basis of potential fields [18]. 
The agents have to learn the best mapping of their intrinsic resource level state 
to the predefined behaviors using reinforcement learning. For every resource 
the following states are possible: 0 for "drive immediately to the proper energy 
filling station", 1 for "resource OK", and 2 for "resource maximum". State 2 
is used to denote that the agent can stop the refuel process. States 1 and 2 
say that it is save to perform the actual task to collect performance points. 
The threshold that the agent will have to adapt at runtime through coopera­
tive learning divides states 0 and 1 and thus discretizes the continuous resource 
fill level into discrete states usable for RL. The reinforcement-learning agents 
use the one-step Q-learning algorithm [19] to learn the correct mapping of the 
resource input state vector to the proper behavior. 

Since the actions take some time to be accomplished, the Q-values are not 
updated at every time step, but only after the chosen action has been finished. 
The Q-values for the state-action pairs are calculated with the standard Q-
learning approach: 

Q{s,a) <~ Q{s,a) + a(r + ^ma.xQ{s',x) — Q{s,a)) (1) 

Here, s denotes the state combining the state of two resource types, in this 
example called "R" for red and "B" for blue. The variable a denotes one of 
the three approaching abstract behaviors. The learning factor a. was set to 
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a = } s with n{^s^ a) being the counter for executing action a in state s. The 

probabihty p(a\s) for choosing the best action a in state s is calculated as 

p(argmaxQ(s,a) |s) = 0.999" • 0.3 , 
a 

with u being the global update counter that is increased at every Q-value up­
date. The reward was given after r = 0.01(0^ — c;,) + 5ct, with c^ counting 
the time steps the agent has been performing its task and Cf, counting the time 
steps the agents resources were below the threshold, ct was set to 1 if the agent 
managed to turn around one of its resources meaning a successful refuel since 
the last update, and 0 otherwise. The discount factor 7 is set to 0.1. These 
values were empirically determined to run reasonably well even for a pure RL 
approach without the expert learning level for later comparison. 

4.2 Knowledge Exchange Level (KEL) 

In parallel to the learning process at the ILL the agents where enabled with 
communication means to optimize the segmentation of their continuous state 
space through group learning. The knowledge to exchange in our problem do­
main are the threshold values of each resource type in R = {1,... ,m}. These 
values determine when an agent will stop his task performing actions and drive 
immediately to the proper energy filling station. The adjustment of the thresh­
olds is done at run-time, thereby adjusting to a moving target, since it might 
for instance become easier to reach a particular refilling station. 

If an agent has a found a better segmentation this will be acknowledged at 
the next communication process, because it will most likely lead to a better 
performance. The knowledge weighting in combination with mutation is done 
as follows: The knowledge of agents that have a better recent performance will 
also have a greater impact on the final adapted knowledge of both agents. 
Furthermore, also the agents' knowledge accuracy should be dependent on the 
agents' experience. I.e. the less experienced an agent is the more noisy it's 
knowledge will enter the final outcome. This is done by trading off the impact 
and the mutation rate at the exchange of knowledge when communicating, 
leading to the computation of the adapted knowledge: The new thresholds of 
agent i ^ D, where D C A with A = {1,... ,n} denoting the entire group of n 
agents depending on m different resources r € R is described by equation (2): 

*I = Ey^^-*S (2) 

t^ is drawn randomly from the Gaussian distribution N (t^, cr^) with the stan­
dard deviation aa ~ e{a)~^, thereby modeling the mutation that is introduced 
at every communication process. The impact Wa is proportionally dependent on 
the expert state e(a) of that agent. e(a) can be modeled to denote the moving 
average of the agent's lifetime or task achievement. The greater e(a) is the more 
impact on the estimation of threshold t^ it has. 
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Thus, the "expert impact" e(a) affects the overall threshold adjustment in 
two ways: On the one hand directly through the weight Wa, and on the other 
hand through the accuracy modeled by the normal distribution N (tl^,al). This 
has the counterpart in real life where usually more attention is paid to the 
experts than to newbies. In practice, the expert impact e(a) of agent a defined 
as e(a) = lifetime{a) + performance{a) has shown to yield a reasonably good 
expert measurement in our domain. The performance is calculated as one point 
per time step when performing the task. The thresholds are adjusted in two 
ways: 

1. At a fixed time frame the agents get the chance to communicate with other 
agents staying close enough defined by a radius. Given, that agent i comes 
close enough to communicate with j , they both exchange their own estima­
tion of the thresholds f, r € R, as shown by Formula (2) from the i's point 
of view. In this case, D = {i,j}. The thresholds are computed separately 
for every agent which leads to different thresholds for both and encourages 
them to explore the state space. It showed that letting the agents communi­
cate too often will prevent the convergence to sound threshold values since 
the agents have no time to see the effect of the new thresholds. 

2. If an agent dies, because one of its resources is exhausted, it is restarted 
with full resources and its thresholds are calculated from the thresholds of 
all agents (D = A) randomized and weighted dependent on their experience 
e(a). 

In this experiment, we restricted the agents to apply the group learning to only 
the thresholds segmenting the state space. However, it could be easily applied 
to other areas like, e.g. the Q-values. 

5 Experimental Setting 

The approach has been evaluated in simulation with three Pioneer2DX ro­
bots [20] having sonar (90°) for obstacle avoidance, laser range-finders for de­
tection of the individual markers, and differential gear. The experiments were 
performed on the Player/Stage [21] simulation environment. Usually, controllers 
written for the Stage simulator can be used on real Pioneers [13]. The agents 
were equipped with 360° fiducial finders, so that we could turn off foraging and 
map building control and concentrate on the learning task at hand. 

The agents were anonymous in that they could not detect each others iden­
tity. When communicating they only were allowed to transmit their evaluation 
function, i.e. the resource thresholds for the two energy types "R" and "B", and 
their expert state, i.e. their current age. The distribution of the energy bases in 
the environment can be seen in Fig. 2. At the upper and lower left corners of 
the 8x6m area there are located two resources of type "R". In the middle of the 
left wall there is the task area: agents staying near this marker were said to ex­
ecute the desired abstract task and thus gathering a point for every predefined 



Trading off Impact and Mutation of Knowledge ... 195 

Pig. 2. Environment containing the task area and the energy bases of type "R" and 
"B". 

timer interval. At the right side there is the resource of type "B" located. The 
setting thus has the property that resource "R" is located right beside the task 
area, whereas the agents have to travel across the entire field width to arrive at 
resource "B" to fuel their resource tank. 

The environment shows the wanted realistic properties without distracting 
from the experiment under investigation; 1) It differs from the blocks-world 
examples, in that the individual actions take time that cannot be foreseen and 
perception being noisy. Although the distance between the different marker 
areas are approximately known and could be computed, the time to travel from 
one to another cannot be calculated in advance with adequate accuracy, because 
the interference of agents that have not managed to dodge each other introduces 
the time needed to perform a relieve maneuver. 2) Resources can be blocked 
by another agent so that an agent that also wants to reach the resource has to 
wait for an unknown time. 

The parameters were set as follows: In formula (2) /? was set to 0.2, a? = 0.2-
e^Tro, setting the variance to 0.2 for unexperienced agents and decreasing with 
the agent's experience. Although this also had to be empirically determined, it 
usually has to be done only once — changes in the environment do not render 
the once chosen value for a useless, as opposed to the thresholds which have to 
be measured empirically every time anew without this form of social adaption. 

6 Experimental Results 

The experiment was run for 120 minutes per trial. We performed 10 trials for 
the random version, and 30 trials for the pure RL experiment (only ILL) and 
the hybrid version (ILL + KEL). 

One would normally think that setting the threshold of "R" to something 
like 0.2 and that of "B" to approximately 0.8 would yield the best performance 
and lifetime of the agents, since "R" is much nearer to the task area and thus 
the behavior to drive to the "R" refuel station could be triggered much more 
later. However, as the experiments showed, the agents' thresholds converged to 
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approx. 0.54 for "R" and 0.66 for the "B" thresholds as shown by Fig. 3. A 
close look to the experiment showed that it is not much more difficult for the 
agents to reach the "B" energy base as it is for the "R" base, although "B" is 
further away. This is the case because the area in front of "R" is most of the 
time occupied by another agent and thus unreachable for the agent, whereas 
"B" is farer away but most of the time clear of other agents since there are 
more "B" bases available. 

3D00 4000 6000 

tima fsl 

Fig. 3. Development of the threshold adjustment through group learning. The upper 
curve shows the threshold development for resource "R", the lower for "B" 

The average lifetime development of the MAS is displayed in Fig. 4. We in­
cluded the random policy for additional comparison. The significant data starts 
at 50s - the point when the first resource is exhausted. After approximately 
100 seconds the agents start to die because they have not yet learned which 
action to take when the individual resources are going to be exhausted. As the 
agents learn more and more at the ILL the pure RL method departs from the 
random method, but as the graph suggests the parameters for the thresholds 
seem not to be optimal since it performs not that much better than the random 
method. The hybrid method, having RL at the policy level and group learning 
as described in section 4.2 at the KEL, outperforms the pure RL version. And 
this not only by the average lifetime measure, but also in the performance plot, 
as can be seen in Fig. 4. It takes, however, 3000s until the hybrid version per­
forms better than the pure RL version. After 5000s the difference is significant 
and amounts to approx. 200 performance points at the end of the run. 

One might ask why the hybrid solution does not reach a point where the 
agents live eternally, since they must have found the optimum thresholds. This 
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Fig. 4. The average lifetime (left) and performance (right) of the agents. Shown are 
the means and error bars using 95% confidence interval. 

is because of the agent's interferences in front of the resource filling stations, 
which is not predictable, so that the death is always possible. The agents are 
thus trading off life time with performance points. Even with both resource 
thresholds set to 1.0 they would not be immune to death. 

As can be seen in Fig. 4 the confidence intervals are very big. This is con­
sistent with real human societies where the transmitted knowledge does not 
immediately result into a sudden and clearly defined benefit. Here, a much 
longer simulation interval would be needed to see the development over several 
days to months. This is planned in our future work. 

7 Conclusion 

For Multi-Agent environments without a central intelligence and with only spo­
radic communication possibilities for the individual participating agents we have 
presented a method to combine the individual learning process with a new way 
to integrate the learned knowledge of other participants. Based on the previous 
success of the agents (their "expert state") their knowledge is weighted and 
mutated. This results in a greater impact and accuracy of the knowledge of the 
better performing agents. Thus we trade off the accuracy of considered to be 
correct knowledge with the utility of introducing mutation for exploring knowl­
edge for better performance. As shown in the experiment, it is interesting that 
this can lead to solutions that are clearly not intuitive to the engineer, instead 
lead to better behavior when seen with the agent's eyes. 

We plan to apply this approach to our real world soccer robots: In addition to 
the adaptation of the state space this also includes e.g. the individual behaviors, 
the reward function and the learning rate a. Furthermore, we plan to choose the 
optimal level of aggressiveness in a soccer play as seen from their perspective: 
Being as aggressive as it is possible while avoiding to receive the red card would 
be a nice experiment to investigate with our soccer robots Paderkicker [9]. 
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Abs t rac t . Despite the advances in wireless, energy-constrained ad hoc 
networks, there are still many challenges given the limited capabilities 
of the current hardware. Therefore, our aim is to develop a lightweight, 
yet powerful operating system (OS) for these networks. We reject the 
brute force method of provisioning all necessary OS services at each 
node of the system. Instead, our approach aims to distribute the set of 
requested OS services over the network to reduce and balance load, im­
prove quality of service, increase fairness and predictability. To limit the 
burden imposed on the network by the service distribution mechanism, 
only a subset of nodes, the coordinators, chosen by an underlying state-
of-the-art topology control, are concerned with this task. Coordinators 
observe the state of nodes and OS services within their one-hop vicinity, 
i.e. their decision area, incorporating different aspects, such as energy, 
utilisation, or available resources in their decisions. Although each co­
ordinator acquires information and triggers migrations of service states 
only locally within its decision area, a global-level result emerges, as de­
cision areas naturally overlap. In this manner, an increased amount of 
work load e.g. in one decision area "floats" to the surrounding decision 
areas attracted by better conditions. In ns-2 simulations we demonstrate 
that the mechanism of emergence, which produces many fascinating re­
sults in natural systems, can successfully be applied in artificial systems 
to considerably increase the efficiency and quality of OS service distri­
bution. 

1 Introduction 

Given current hardware limitations of wireless nodes, e.g. commercial off-the-
shelf sensor nodes (see [1]), there are severe restrictions on the software executed 
on them. For the same reason, operating systems (OS) for this type of nodes, 
like Tiny OS [2], do not provide the means to handle more complex applica­
tions. To cope with these challenges, we use the paradigm of OS service distri­
bution within our lightweight, distributed operating system NanoOS [3]. The 
OS consists of different services such as scheduling, synchronisation, time, etc. 
Traditional OS offer the set of all needed services at every node of the system 
resulting in excessive resource waste. Moreover, this limits the possible number 
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of OS services utilised at one node at the same time. In contrast, our approach 
distributes the set of needed OS services over different nodes leading to a lower 
per-node load, a greater amount of possible service types, and the option of 
load adjustment. In particular, a distribution service observes the network and 
initiates migrations of OS service states (associated with service requestors) 
to achieve the following aims: load balancing, i.e. the uniform distribution of 
load over available nodes and services, fairness, i.e. the equal treatment of 
service requestors, quality of service, i.e. short answering times, and predictabil­
ity of service quality. Providing these properties is a global-level aim, which is 
achieved solely from numerous interactions among lower-leyel components, i.e. 
the nodes. Moreover, the rules specifying these interactions are executed using 
only local, i.e. one-hop, information without reference to the global pattern (or 
aim). The emergent property (as defined in [4]) of our system is of utter im­
portance in the scenario of volatile, energy-constrained networks: it translates 
to a highly increased amount of robustness, resilience, and a considerably lower 
communication overhead. 

To lower the burden imposed on the network, our approach makes a sub­
set of nodes, the coordinators, responsible for service distribution. This set is 
chosen dynamically by an underlying state-of-the-art topology control (such as 
[5, 6, 7]), so that each node has at least one coordinator in one-hop distance. Co­
ordinators run a distribution service that is responsible for observing the state 
of the system within their one-hop neighbourhood, i.e. their decision area, and 
for deciding on the migration of OS service states. As already discussed above, 
at first glance, the mechanism for service distribution is local. But given the 
natural overlap of decision areas, there is also an inter-decision area migration. 
This way, load can "float" to neighbouring areas, so that a global-level result 
emerges. Using ns-2 [8] simulations, we demonstrate the considerable improve­
ments in terms of the above-defined aims provided by our approach. We are 
aware that reducing the distance between OS service requestors and providers, 
efficient service discovery, or failure handling are also crucial in wireless, energy-
constrained ad hoc networks. These topics are however beyond the scope of this 
document and will therefore be addressed in other publications. 

This paper is organised as follows: Section 2 presents the state-of-the-art, 
while Section 3 subsequently describes the proposed emergent distribution of 
OS services. Section 4 then presents the results of our simulations. Finally, 
Section 5 ends this paper with brief concluding remarks. 

2 State-of-the-Art 

Current ad hoc or sensor network node hardware imposes severe restrictions 
on the software executed on top of it. Therefore, TinyOS [2] e.g. tries to solve 
this problem with its extremely small footprint. But since all components of a 
TinyOS instance have to fit into one node, its functionality is severely limited, so 
that it cannot cope with more complex applications. The MagnetOS approach 
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[9], as another example, is very different from most OS: its aim is to offer 
a single-system image of a unified Java virtual machine (JVM) across nodes. 
Migration of objects in MagnetOS is carried out over one or multiple hops in 
the direction of the greatest communication, reducing the distance between call-
initiators and -receivers. Our work, however, has different aims: improving load 
balancing, fairness, quality of service, and predictability. In the related field of 
dynamic distributed scheduling algorithms, there has also been research on the 
reduction of communication cost and load balancing. However, such approaches 
like [10, 11] were developed for static networks of UNIX workstations and are not 
suited for mobile, volatile, resource- and energy-constrained networks. Further, 
they impose the burden of service distribution on all workstations in a network. 

3 Emergent Distribution of OS Services 

After providing an outline of our approach in the introduction and reviewing the 
state-of-the-art, this section describes the system components and how division 
of labour between nodes is employed. Subsequently, the main part of this section 
concentrates on migration source and target determination. 

3.1 S y s t e m C o m p o n e n t s 

We assume a wireless network consisting of resource- and energy-constrained, 
mobile hardware nodes. Our OS, composed of services, and applications, com­
posed of tasks, run on top of it. In addition to the functionality of traditional OS, 
our OS provides an uniform system call environment across the mobile nodes 
and further services like a distribution service, observing the system state and 
initiating migrations, or distributed event, memory, and synchronisation ser­
vices. As depicted in Figure 2 (a), OS services and application tasks are subtypes 
of the abstract processing entity. An OS service maintains states associated with 
each of its requestors, which are sharing it and may reside on different, remote 
nodes. Services may act as both, service requestors and providers, while tasks 
only act as requestors. 

3.2 Div is ion of Labour between N o d e s 

In order to reduce the burden imposed on the network by the mechanism of 
service distribution and to enable the fusion of relevant system data, we assign 
the task of service distribution only to a subset of nodes, called coordinators. 
This subset, created by a state-of-the-art topology control (such as [5, 7] or our 
work from [6]), should consist of a low number of nodes, while ensuring that 
each node has at least one coordinator in one-hop communication distance (as 
depicted in Figure 1 (a)). Further, this implies that the number of coordinators 
scales with the density and number of nodes. The idea of our work is that each 
coordinator runs a distribution service that monitors the coordinator's decision 
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Fig. 1. Division of labour between nodes, (a) Different node types, (b) Decision areas 
of coordinators and distribution service placement. 

area, which contains all non-coordinators in one-hop distance. Figure 1 (b) 
shows the overlapping decision areas of coordinators 1 and 2. We assume the 
amount of overlap to be a tuneable parameter of topology control. Coordinator 
status changes take place as reaction to changes of the environment (e.g. node 
density), but also over time, so that nodes "take turns" being coordinators 
balancing the burden of service distribution. 

3.3 State Migrat ion Source and Target Determinat ion 

Migration, initiated by the distribution service, consists of the migration of 
states, which are associated with the requestors of services, between existing 
OS services, but also the migration of states to newly-started OS services. Fig­
ure 2 (b) illustrates a typical scenario, where migration is applied. The OS 
service running at node 4 is overburdened, as indicated by the service request 
queue length. At the same time, the OS services at nodes 3 and 5 are almost idle 
increasing the overall execution overhead. To improve the configuration, some 
OS service states from the service at node 4 would be migrated to the service 
at node 6. The services at nodes 3 and 5 would be fused, on the other hand, by 
migrating all states from one to the other service. To be more concrete, the mi­
gration decision policy (intuitively speaking) has the following main operational 
goals: First, prevent too long service request queues; second, disburden services 
at nodes, whose remaining energy level is considerably below the average en­
ergy level of nodes in the decision area of the coordinator; moreover, avoid the 
execution of services with very short queues, since these do not justify the asso­
ciated overhead and hold resources which may prevent the start of new services. 
To enable migration decisions, every distribution service is provided with the 
information utilised in the descriptions below from all nodes and services in its 
coordinator's decision area (by underlying protocols). 

In our model, we assume the utilisation of a service to be indicated by the 
average length of its queue for pending service requests in terms of processing 
time needed. For the sake of simplicity, we will only refer to it as (service 
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Fig. 2. Processing entities, (a) Relationship between processing entity and its sub­
classes, (b) Distribution of processing entities over the network, illustrating a problem 
scenario. Key: DS—distribution service 

request) queue length below. In order to enable decisions based on the degree of 
utilisation, our approach distinguishes the following categories of service request 
queue lengths (see also Figure 2 (b)): 

Short: Low utilisation 
Open: Fair utilisation 
Closed: Fair or slightly higher utilisation, rejecting new requestors 
Long: Critically high utilisation, rejecting new requestors 

There are different "priority classes to characterise the severity of the problem 
at the migration source (according to the policy described above): (1) Long 
queue; (2) queue open or closed and energy low at hosting node; (3) queue 
short. For an additional, more fine granular ranking within priority classes, we 
use the following OS service fitness metric that rates the service incorporating 
the hosting node, e.g. whether the service load is appropriate and the host's 

resources a re not e x h a u s t e d : Mservice^}itness = I^CPU • McPU + ^mem • Mmem + 

uiqi • Mqi + uiE • ME- It uses metrics taking into account CPU and memory util­

isation^ M{cpu,mem} = Zlxlicpu'memi describing the proportion of available 

to maximum resources, the queue length metric Mqi = 1 — iiiin(-j—^—— ,1) 

reflecting the relation of the actual queue length to the minimum long queue 

length, and the energy metric 

ME = 1 - -Eho 
if 

else 
Ehcst > Eavrg.decision,area 

describing the proportion of remaining energy at the host to the average amount 
of remaining energy at nodes in the decision area, uicpu-, <^mem, '^qU a-nd WB are 

' Different members of sets exclude each other in the following formula. 
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weights for the corresponding metrics, such that UJCPU +i^mem +'^qi + ws = 1. 
They can be adjusted in order to reflect characteristics of a certain hardware 
type, e.g. uJmem can be increased if memory is the more valuable resource. 
Moreover, the above functions use avaiL{CPU,mem}, reflecting the amount 
of available CPU and memory resources, max-{CPU, mem}, describing the 
maximum available corresponding resources at a node, qkong-min represents the 
minimum queue length for the "long" category and ql the actual service request 
queue length. Eavrg-dedsion-area Contains the average of remaining energy levels 
in the decision area, whereas Ehost describes the remaining energy level of the 
service host. 

The service in the highest priority class with the lowest Mgervice-fitness 
ranking is chosen first as migration source. In order to reduce interference of 
overlapping decision areas, only a distribution service at a coordinator, which 
is connected to a non-coordinator with the best link from all links connecting it 
to surrounding coordinators, may choose a service from such a non-coordinator 
as migration source. 

Finding a migration target works similar to the migration source finding 
process, but using the following priority classes: (1) Open queue and sufficient 
energy at hosting node; (2) short queue; (3) no service running at hosting node. 
Priority class 3 is only an option, if the queue length of the migration source 
is above the minimum long queue length, so that near-idle services are not mi­
grated unnecessarily. The decision process proceeds similar to finding a source, 
except that the whole decision area is taken into account. The service in the 
highest priority class with the highest Mservice-fitness ranking is chosen first 
as migration target. After migration initiation, migration source and target are 
locked, excluding them from the migration process for a specified period of time 
in order increase the stability of the system. 

4 Results 

We implemented our emergent distribution of OS services and a reference ap­
proach using C-I--1- and the ns-2 network simulator [8]. For lower layers, we 
used our topology control [6] and ant colony-based routing [12]. The reference 
approach employs a greedy, demand-based OS service placement without ser­
vice migration and topology control, in conjunction with ad hoc on-demand 
distance vector (AODV) [8] routing from ns-2. To simulate running processing 
entities (PE), we specified a set of P E types. For each P E type, a recurring 
sequence of behaviour items is defined. Each behaviour item includes informa­
tion on its execution duration, CPU, memory, and OS service requirement (a 
service type or none), as well as, the processing time needed by the required OS 
service. The assignment of application task instances to PE types and nodes 
was randomised. 

The simulations further employed a 914 MHz Lucent WaveLAN DSSS radio, 
the two-ray ground reflection model, 80 joules initial energy per node and an 
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Fig. 3. Performance (a) and energy results (b). Key: G—grid, R—RPGM, FI—failure 
injection 

802.11b MAC protocol, provided by ns-2. To cover static and dynamic scenarios 
we used two settings: (1) A grid, 44 nodes, 3 x 15 arrangement, horizontal and 
vertical distance of d = 25 m between nodes, 1000 s simulation time; (2) a 
reference point group mobility (RPGM) model [13], 64 nodes, 4 x 16 groups, 
logical group centres movement 2-8 m/s based on random walk model [8], 850 
X 850 m area, 900 s simulation time. In order to simulate volatile and failure-
prone networks, we injected failures during simulation. Our failure injection 
(FI) model employs k failure points (FP) /i,...,fc. At the start of a run, FP 
probabilities p/i,..,,fc are set randomly between Pmin and Pmax- Next, each node 
makes a probabilistic decision based on p/^ ^, whether to fail at F P /i,...,fc. 
Each FP fi is associated with a failure time tf^ in ascending temporal order, so 
that for some i G 1,... ,k, tf. < tf._^^ applies. Failing at an FP fi means for a 
node that its network interface is out of order between i/j and i/^+i. A failure 
at the last F P (i = k) persists until the end of the simulation. We used two FP 
{k = 2) and failure times (i/j ^) at 333 and 667 seconds of simulation time. The 
minimum FP probability {Pmin) was set to 0, the maximum (pmax), to 0.5. 

The presented figures were obtained using the following settings: 100 runs, 
reference and emergent approach, grid and RPGM topology, with and without 
FI; lower and upper bounds of confidence intervals, with probability of error 
a = 0.05, to indicate the significance of the presented results (marks for not 
applicable or too narrow intervals for a reasonable visualisation are omitted). 

4.1 Performance and Energy Consumpt ion 

Figure 3 (a) depicts the processing speed of both approaches. The emergent 
approach outperforms the reference approach by a clear margin, which is also 
an indication for a higher quality of service. The energy consumed by both 
approaches is depicted in Figure 3 (b). Again, the emergent approach clearly 
outperforms its reference counterpart. FI does not influence energy consump­
tion considerably, possibly, since the failed nodes do not actively participate 
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Fig. 4. Load balancing, fairness, quality of service, predictability (a-c) and migration 
behaviour (d) results. Key: G—grid, R—RPGM, Fl—failure injection 

in communication, thus saving the corresponding amount of energy. Further, 
the figure clearly demonstrates that the variance of energy consumption of the 
emergent approach is intelligibly lower, which is also an indicator for a higher 
predictability. 

4.2 Load Balancing, Fairness, Quality of Service, Predictabi l i ty 

Quality of service depends on service request queue lengths in general, whereas 
load balancing, fairness, and predictability depend on the uniform distribu­
tion of queue lengths throughout the system. Therefore, our next studies are 
focused on these indicators. Figure 4 (a) depicts the number of long service 
request queues (i.e. "which are in the long category") per node in each of the 
runs. Measurements were taken at service reply issuing. Evidently, the number 
of long queues in the reference approach is several times higher. Nevertheless, 
some RPGM Fl runs for the reference approach exhibit a very low number of 
long queue lengths. This is supposedly owed to the reference approach, starting 
a high number of services that are utilised only to a minimum extent, which 
increases overhead and prevents new services from being started. In contrast to 
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the reference approach, the figures for the emergent approach appear to stay 
constantly low with only little variance, indicating good quality of service and 
a high predictability. Further, the high amount of long queues in the reference 
approach hints at the lack of fairness: some service requestors are served signif­
icantly slower than others, which greatly affects, and leads to high variances of 
service requestors' own processing speeds. 

Looking at average queue lengths in Figure 4 (b), the conclusions are similar, 
but the averages of both approaches are more close-by. This could be explained 
as above by reference service distribution starting a high number of little-utilised 
services. Emergent service distribution, in contrast, at tempts to avoid running 
near-idle services in order to minimise overhead and provide enough room for 
the start of new services. This is, however, to its disadvantage in this particular 
metric. The results for service response times in Figure 4 (c) additionally take 
into account communication delays and are very similar to the figures in (a). 

4.3 Reac t ion Behaviour and Stabil ity of Migrat ion 

Figure 4 (d) depicts the migration activity in a grid topology. Migration times 
encountered are sorted into buckets of 10 seconds. All runs exhibit an initial 
peak, reflecting initial optimisations. Without FI, migration settles down there­
after, yielding a highly stable solution for the rest of the simulation. If however 
the need for optimisations is brought about by FI at 333 and 667 seconds, mi­
gration reacts swiftly shortly after the occurrences, settling down subsequently 
leading to a stable solution. 

5 Conclusion 

Within the scope of our efforts to create a lightweight, yet powerful operating 
system (OS) for wireless, energy-constrained nodes, this paper introduces an 
efficient method for the distribution of OS services. Our approach only imposes 
load on a selected subset of nodes, the coordinators. They observe the state of 
the system locally within their decision areas. Given the natural overlap of these 
areas, when one decision area suffers e.g. under high load, this load "floats" to 
the surrounding areas attracted by better conditions. Therefore, although each 
coordinator acquires information and triggers migrations of service states only 
locally, there is an emergent global result. 

Given the restrictions of current hardware, an efficient distribution method 
is crucial for our OS. Even more, we strive to provide an OS behaviour that 
is rather associated with OS which exhibit a much larger footprint: load bal­
ancing, fairness, and predictability, combined with a high quality of service. 
Using ns-2 simulations we show that our approach reduces energy consumption 
by a significant amount compared to a reference system. Further, quality of 
service is increased by more than 80 % in most cases, while load balancing is 
improved by 200 to 400 % exhibiting a low deviation from the average values. 
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This in particular results in considerably improved fairness and predictability. 
The state obtained by the proposed mechanism is characterised by stability and 
swift adjustment to changes in the environment at the global level, emerging 
from execution of solely local actions based on local information. Concludingly, 
the observations give yet another piece of evidence that emergence as a mecha­
nism often encountered in nature can be transferred to computer systems while 
preserving its inherent character. 
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